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Preface

This book encompasses contributions of the second AtMol Workshop in Barcelona,
January 2012. AtMol is a research project fully supported by the European
Commission’s ICT-FET programme. AtMol was launched on 1st January 2011 for
duration of 4 years, with the objective to construct the first ever complete molecular
chip. A molecular chip is a small nanomachine where common microelectronic
functionalities are brought and encapsulated at the atomic scale. The core of
a molecular chip will make use of the extraordinary properties of molecule(s)
and surface atomic wire(s), both regarding their chemical and quantum electronic
characteristics that should be of practical use and appealing to future information
technologies (ITs) manufacturing. The IT technology is approaching the atomic
scale and many reports on molecular devices have filled the literature in the last
decade. Hence, it was time to look at the field from the broad perspective of
the different possible architectures for a molecular system to perform at least an
elementary Boolean logic function at the atomic scale. This is the aim of the present
book and its corresponding originating workshop. In order to steer discussions and
gather the main ideas and challenges arising in molecular-based ITs, the book has
been divided into five sections, each section containing contributions from different
groups worldwide.

Design issues are dealt within three sections of the book. These range from
extension of known hybrid molecular-electronics strategies, which correspond to
Molecular Devices for Classical Logic, from designs based on intramolecular
quantum behaviour in a section entitled Quantum Controlled Logic Gates and a
section on the nowadays standard Molecular Qubits. The design of the molecular-
chip core is not the only challenge to be faced by future IT technologies but also the
interface of the molecular-chip core with the macroscopic world. These interfaces
will necessarily have to match the atom scale with the macroscopic one. In this
book two sections have been devoted to the study of the circuits that should connect
and interconnect the active molecule logic gates. The first section builds on the
gathered know-how on molecular devices, presenting how molecule(s) themselves
can be used as circuits that interconnect and do the interfacing. A second section
on'Surface'Dangling' Bond Circuits'presents appealing new designs to connect the
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atomic world with the macroscopic one using stable solid surfaces where atomic-
size wires have been constructed through modifying electronic states with an atomic
precision.

The topics reported in this book have immense potential for future IT as
recognized at the European Commission level. We are happy to thank the ICT-FET
programme and A*STAR of Singapore for the financial support in organizing this
second workshop and Springer Verlag and its staff members for the publication of
this book. We are sure that this book will become a referent and an important step
towards the realization of atomic- and molecular-based technologies.

For the organizing committee Nicolds Lorente
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Architecture at the End of Moore

Stefanos Kaxiras

Abstract Computer architecture in recent years shifted focus from performance
to power efficiency (a combined metric or performance and energy consumption).
For decades architects translated Moore’s law into performance, but we are now
close to hitting two major “walls”: The first is the “power wall,” or our inability
to significantly reduce power consumption (and more importantly power density).
The power wall is likely to lead us to a “dark silicon” future where the majority
of the transistors on a chip will have to be turned off because of power constraints.
The second is the “memory wall.” Because, fundamentally, our current memory
technology can be fast or vast, but not both at the same time, we have to rely
on a complex memory hierarchy which, nevertheless, has significant limitations.
In addition to power and performance, architects also worry about reliability. As
we scale to very small feature sizes, devices become increasingly unreliable. A
new trend that is emerging, however, is to embrace unreliability rather than fight
it. This chapter discusses the challenges computer architects are facing today and
the possible connections at the architectural level with novel devices that are in
development.

1 Introduction

While for many years, architects have been very successful in exploiting Moore’s
law to provide exponential performance increases, we are now facing a power
consumption problem. Compounded by the “memory wall” problem, the exponen-
tially growing discrepancy between logic and memory speed, and complicated by
increasingly unreliable devices, as we scale the technology node towards 10 nm,
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2 S. Kaxiras

architects are faced with new challenges. The reaction to these problems, in many
ways, can pave the way for novel devices that are distinctly different from the silicon
transistors we are so used to. This chapter discusses novel directions for architecture
at the end of Moore’s scaling.

2 A Layered Approach

For decades computer architects translated the abundance of transistors afforded by
Moore’s law into performance. Unfortunately, this very successful run has come to
an abrupt end in the past decade, and the main reason for this is power consumption.
The job of the computer architect is to define the hardware/software interface and
to exploit technology trends to translate them into computer performance, reduced
power consumption, reliability, etc. The reason why this has been so successful
(in fact, exponentially successful: doubling of the performance every 2 years) is
because of a layered approach that has been followed in computer engineering. Each
layer (from devices to architecture, to operating systems/computer languages, and
to applications) is optimized independently. Thus, the software engineer need not
worry how to move electrons in circuits and can instead concentrate on creating
the best algorithm to solve a problem. Historically, this layered approach has been
very resistant to a breach. Witness, for example, the difficulty of reconfigurable
computing in the 1980s and in the 1990s to make inroads into the general-purpose
processor market. This had to do more with the breach of the layered approach (the
programmer had to create the hardware) rather than with any inherent problems
with the technology. Today’s constraints change the trade-offs in favor of such
an approach: Reconfigurable computing now becomes a viable option because its
benefits (power efficiency) outweigh its disadvantage. This in turn may facilitate the
introduction of novel devices with novel functionality, or reconfigurable behavior,
that needs to be exposed to the application layers.

3 Background: The Power Problem

The power problem is a consequence of the breakdown of Dennard’s scaling rules
(Table 1) that embodied Moore’s law for more than three decades. In Dennard’s
scaling, smaller transistors give more power-efficient circuits and keep the power
density constant. A breakdown occurred, however, when static power consumption
suddenly became a major issue. Static power consumption was completely ignored
at the architectural level until then. After all, the CMOS technology dominated
simply because the complementary p- and n-networks did not allow any path from
supply voltage to ground, consuming power only when switching (dynamic power
and some glitch power). However, when technology scaling broke the 100-nm bar-
riery transistors'showed theirtrueranalogimature: They are never truly off, allowing
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Table 1 Dennard’s scaling

Device or circuit parameter Scaling factor
rules [1] Device dimension t,,,, L, W 1/k

Doping concentration N, K

Voltage V 1/k

Current / 1/k

Capacitance eA/t 1/k

Delay time per circuit VC/ 1 1/k

Power dissipation per circuit VI 1/k?

Power density VI/A 1

leakage currents to flow. Worse, subthreshold leakage currents are exponential to
threshold voltage reductions. In Dennard’s scaling, the major mechanism to improve
power efficiency is the reduction of the supply voltage, which assumes a reduction
of the threshold voltage (since their difference dictates transistor switching speed).
The rise of static power brought a complete stop to the power benefits architects
took for granted for many technology generations. One-time reductions of static
power consumption are possible, but the trends remain the same with scaling. For
example, consider Intel’s switch to 3D fin-FET transistors in their newest 22-nm
technology [2]. While this change provided a step reduction in leakage going from
32 to 22 nm, the same benefit is not available for the next scaling.

4 Multicores, Dark Silicon, and the Rise
of the Heterogeneous Architectures

The shift to multicore architectures started in 2004 as a reaction to the growing
problem of increased power consumption and power density. Effectively, we aban-
doned frequency scaling (which resulted in significant increases in both dynamic
and static power consumption) in favor of laying down more cores on the same chip.
Figure 1 shows many of the CPU trends and the inflection point in 2004. Before this
shift, architects primarily exploited instruction-level parallelism (ILP)—parallelism
found in the dynamic instruction stream during execution of a program. To discover
and exploit this parallelism, significant hardware resources were thrown to the
problem. Sophisticated techniques such as out-of-order execution, branch prediction
and speculative execution, register renaming, and memory dependence prediction,
among others, were developed for this purpose. These approaches do no scale well,
resulting in diminishing performance returns (number of instructions executed in
parallel) for increasing hardware investments. Dynamic power scaled even worse,
deteriorating the power efficiency of this approach. In fact, power dissipation scales
as performance raised to the 1.73 power for the typical ILP core: A Pentium 4 is
about 6 times the performance of an 1486 at 24 times the power!

Our inability to scale a single core to further exploit ILP in a power-efficient man-
ner turned computer architecture towards exploring alternative kinds of parallelism
(task/thread parallelism, data parallelism). Multicore and many-core architectures
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Fig. 1 Moore’s law and corollaries (adapted from http://cpudb.stanford.edu/)

are designed for explicit parallelism. Unfortunately, as predicted by industry leaders
(e.g., C. Moore, AMD), the multicore revolution by itself cannot solve the power
problem because of the inefficiencies that appear as we scale the number of cores.
We are faced with the same problems as with the single-core architecture: We are
unable to extract sufficient speedup from parallel programs (see below Amdahl’s
law). The answer to this greater challenge is the rise of heterogeneous architectures
where specific functions are accelerated (performance) by dedicated hardware
(power efficiency). These architectures are fast becoming the dominant paradigm
after multicore [3]. The catalyst for the proliferation of heterogeneous architectures
is a possible development in the near future called dark silicon. Given a fixed power
budget, only a small portion of the chip will be powered up at any point in time. This,
however, allows unprecedented flexibility for specialization, because a large number
of accelerators can be built on the same chip to be woken up only when needed.
But we do not need to speculate about this future as heterogeneous parallel
computing is here today. If we examine the product lines from the major chip
manufacturers, we see that both AMD and Intel now have separate multicore
x86 architectures targeted at high performance (2—12 cores, 100W, 100 GFLOPs)
and low power (1-2 cores, 10W, 10 GFLOPs) and are integrating data-parallel
graphics cores onto their CPU devices with distinct programming and memory
models. In the embedded world, MIPS and ARM offer a range of cores at
different performance/efficiency points (1-2 cores, 2W, 10 GMIPS) with a range
of programmable graphics cores. Nvidia, TI, and Qualcomm all sell heterogeneous
ARM/GPU processors with many fixed-function accelerator blocks for the smart
phone market, and there are multiple start-ups with 64-100-core devices for
networking and telecom. This present-day processor heterogeneity forces system
and software designers to address the difficult optimization challenge of choosing
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the right processor (both at design time and runtime) for their product’s power and
performance requirements.

The motivation for this shift to heterogeneity is simple: If you can customize the
hardware for a given task, you can achieve dramatically improved efficiency. By
trading off performance, embedded CPU manufacturers have been able to demon-
strate 10x wins in overall efficiency and 100x wins in absolute energy. Beyond tun-
ing the architecture for the domain, astonishing efficiency gains can be obtained if
the architecture is matched to the problem. Graphics processors have long leveraged
this application-architecture synergy by applying massively data-parallel processors
to an inherently data-parallel problem and thereby achieving 10 — 100x gains in
efficiency. In the high-performance computing (HPC) environment, system power
costs exceed hardware costs after only 3 years. This means that every 1 % saved
in energy through code optimization results in a 1 % total cost reduction. Such an
analysis makes the appeal of heterogeneous efficiency gains immediately obvious.

The incentive for heterogeneous architectures is augmented by the possibility of
having many more transistors than what we can power up. With these “dormant”
transistors, we can build a plethora of specialized accelerators that do not cost
anything either in terms of “active” area or power when not in use. The argument for
this possible future is exemplified in the example from ARM (Fig. 2). If transistor
density increases in line with Moore’s law, a current-generation 45-nm chip will
shrink to a quarter the size at 22 nm in 2014 and a 16th at 11 nm in 2020. Using the
ITRS roadmap for scaling, the smaller chips would be more efficient, drawing the
same power at 22 nm even though the peak frequency increases by a factor of 1.6
and 40 % less at 11 nm with 2.4x peak clock speed. But, if we maintain the same
chip area, we can pack four times the number of transistors at 22 nm and 16 times at
11 nm. For the same initial power budget, this means that only 25 % of the transistors
can be power up in 22nm and 10 % in 11 nm. These results are also supported in
recent academic studies [5]. The proliferation of specialized cores is already a fact
in prominent research efforts such as the conservation core project [6].

Today we find ourselves at a point where the whole world of computing is turning
to heterogeneous multicores for efficiency. This switch to heterogeneity can be
leveraged for the introduction of novel devices as accelerators since both architects
and the software community are primed to deal with specialization. In other words, a
novel device that accelerates a specialized function in a very power-efficient manner
is a worthy investment, even when it is not practical to build a general-purpose
processor out if it.

4.1 Amdahl’s Law

Amdahl’s law simply states that the overall speedup is limited by the part of a
computation that cannot be accelerated. The law is expressed as follows:

Speedup=1/[(1 — P) + P/N]
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Fig. 2 Dark silicon as seen by ARM (adapted from [4])

where P is the part of the computation that is accelerated and N is the acceleration
factor. Even if a novel device accelerates a function 1,000x (for, say, 1,000x less
power), the end result can be small if this function rarely occurs in computations. It
is, therefore, important to make the common case fast.

5 Computation Vs. Data Movement

Where is power spent? The key limitation in graphics processing unit (GPU)
performance is now power consumption. Interestingly, the main source of power
consumption is not calculations but transferring data over large distances on the
chip or, even worse, off chip. At the International Conference on Supercomputing
in 2010, Bill Dally, chief scientist and senior VP of research of NVIDIA, gave a
keynote about GPU throughput computing [7]. Among others, he presented the
diagram shown in Fig.3, which illustrates the area and energy consumed by a
16-bit multiply accumulate (MAC) unit, a 64-bit floating-point unit (FPU), on-
chip channels of various widths and lengths, and off-chip channels. It shows that
a floating-point operation is an order of magnitude more energy efficient than
moving a word across the die over a distance of half the die length (e.g., to access
the last level cache). A 16-bit MAC operation is two orders of magnitude more
energy efficient than fetching its operands from the last level cache. Even worse are
communications over off-chip channels. They consume, approximately, a factor of
40x more energy than accesses to the last level cache, which is two to three orders of
magnitude more than the energy dissipated by floating-point operations and 16-bit
MAC operations.

The implication is that power-efficiency gains from the introduction of a novel
device can be overshadowed by data transfer costs, unless significant strides are
made also for the data transfer. The advantage here probably goes to approaches
that can transfer information by transferring a quantum property (e.g., spin) rather
than a particle (electron).
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Fig. 3 Area and power consumption of functional units, on-chip channels, and off-chip channels
(adapted from [7])

6 The Memory Wall

A different problem in computer architecture arises from the discrepancy between
logic speed (calculations) and memory. Dynamic RAM (DRAM) main memory uses
capacitors to store bits. Because the emphasis in this technology is on density, speed
takes a secondary place. Of course, we also have faster memory technologies such as
the 6-transitor static RAM (SRAM) or registers (gate-based flip-flops). But the faster
the technology, the less dense we can make it. Furthermore, trying to increase the
size of a memory array in a given technology (say, a SRAM array) makes it slower
because the wires that activate the memory cells and transfer the data increase in
length. Thus, a fundamental characteristic of memory (in any technology) is that it
can be vast or fast but not both at the same time. A novel technology that can break
this characteristic would represent a significant step forward in computer design.

Because the speed of logic circuits, following Moore’s law, doubles every 2 years
while memory technology increases speed much more slowly, computer architecture
is faced with an exponentially increasing gap in processor-memory performance.
This gap is dubbed the “memory wall” [8]. Architecturally, we close this gap using
elaborate memory hierarchies, comprising successively smaller but faster memories
toward the CPU (where the computation takes place) [9]. Useful or frequently
accessed data are automatically transferred from slow memories to faster memories.
This provides the illusion of a fast, large, and cheap memory system, most of the
time. The reason why such hierarchies work is that most (but not all!) programs
exhibit locality of reference: Accessed data are very likely to be accessed again in
the near future.

This behavior has implications on power consumption. The memory hierarchy is
not only a performance optimization but also a power optimization: It brings useful
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data closer to the CPU and reduces data transfers over long wires. Today, memory
behavior, at first order, defines both performance and power [10].

However, because the memory gap is increasing exponentially, the memory
hierarchy cannot be a universal solution. Furthermore, there are several important
application domains where locality simply does not exist: sparse matrix algorithms,
sorting, traversing complex data structures, indexing, data mining, Google search,
and, in general, every situation where we need to go over vast data sets performing
very little computation. Memory ultimately limits the performance we can get
from frequency scaling [10]. This raises an interesting question: Can we embed
functionality in memory?

This has been tried in the past with relatively small success. Processing in
memory (PIM) is arguably the most well-known approach [11]. The idea is to
disperse computational units in the memory arrays and execute massively data-
parallel algorithms. A more recent approach, IRAM, is to integrate DRAM and
vector processing [12]. The idea is that vector processing can exploit the tremendous
bandwidth that is available with direct access to the DRAM arrays, even if DRAM
latency remains relatively high. Both PIM and IRAM propose to include heavy-
weight computational power in memory, and this may have been the reason why
they have not been widely accepted. A different approach is the IPStash proposal,
which argues for very little (but very useful) added functionality in memory arrays
[13]. Taking this further, while it is difficult to foresee memory-performing floating-
point calculations, it is much more straightforward to see the usefulness of memory
being able to do simple comparisons, taking simple decisions, and managing its
own contents. In many algorithms lacking locality (e.g., sorting, searching, graph
algorithms), this functionality would make processing in memory effective. In terms
of novel devices, dense memories with simple processing capabilities and very high
internal connectivity/bandwidth would revolutionize the way we architect memory
systems.

7 Reliability

Historically, architecture has had a preoccupation with reliability. This is only natu-
ral, since hardware must be bug-free in order to allow development of very complex
software on it. In addition, computers are deployed in safety-critical missions where
error-free operation must be guaranteed. Reliability is achieved by incorporating
hefty margins (from the VLSI design rules to operating voltages, critical voltages,
threshold voltages, and frequencies) as well as architectural techniques such as triple
redundancy, error detection and correction codes (ECC), and parity bits. While we
have taken hardware reliability for granted for many decades, technology scaling
and the pressure to reduce power consumption are changing this.

Scaling devices close to 10nm significantly increase their variability in speed,
power consumption, and leakage power [14]. This creates significant reliability
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problems that require either an increase in the design margins or some other
approach to mitigate them. Regarding power consumption, lowering the supply
voltage close to the critical voltage for a frequency also entails reliability problems
(timing errors).

One approach is to allow errors to occur, detect them, and correct them at
runtime. This approach was first proposed for timing errors when the supply
voltage is lowered close to the critical voltage for a frequency [15]. The Razor
flip-flop double samples its inputs (sampling for a second time after a small delay)
and detects timing errors arising from aggressive voltage scaling. The errors are
corrected at the architectural level, for example, flushing and restarting the CPU
pipeline. Similar approaches can be envisioned for novel, inherently unreliable,
devices.

A different approach, however, is emerging as a new trend. Instead of trying
to enforce correctness, embrace unreliability and allow errors to occur! The idea
is to tolerate errors at the architectural level. Stochastic architectures are mostly
correct, but the outcome of a program is not affected by possible errors [16]. This
is achieved when the whole design, including the algorithm, and the software are
stochastic in nature. A large class of emerging client-side applications have inherent
algorithmic or cognitive noise tolerance. Such applications are not fatally affected
by errors; at worse, their quality of service may degrade gracefully. Examples
include graphics (e.g., video codecs or rendering), simulations (e.g., Monte Carlo
stochastic simulations), searching (e.g., Google search), and applications that
are self-correcting or tolerate erroneous inputs (e.g., neural networks, cortical
emulation). In this case, processors can be optimized for very low power instead
of always preserving correctness. Errors are tolerated by the applications instead of
spending power in detecting and correcting them at the circuit or at the architecture
level.

What if we could embrace uncertainty (unreliability)? Although this is difficult
for the general case, it can pave the way for novel devices burdened by a small
degree of unreliability that would otherwise be very expensive to remedy.

8 Conclusions

“Around 2004, 50 years of exponential improvement in the performance of sequen-
tial computers ended [17].” The culprit is power consumption due to increase in
leakage power and architectural inefficiency. The reaction to the power problem
was the switch to multicore architectures. While multicores encourage the world to
think in parallel, parallel programming remains hard and many applications are not
scalable. This leads us to a possible future or dark silicon where we will be unable
to power up all but a small part of a chip. Highly specialized accelerators are the
approach architects are now exploring towards increased power efficiency in the
era of dark silicon. This development paves the way for a smoother introduction of
novel devices as accelerators.
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Beyond power, memory is still a major limiting factor for performance. Tech-
nology that can mitigate the memory gap is bound to have an immediate impact
in computer architecture. In this vain, combining functionality with information
storage is a promising direction to pursue.

Finally, while reliability is necessary in many cases, new algorithms and
architectures are now considered that can tolerate some degree of unreliability. This
makes it easier for the introduction of novel but slightly unreliable devices that
would otherwise be impractical.
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Towards Post-CMOS Molecular Logic Devices

Roy Hakim, Elad. D. Mentovich, and Shachar Richter

Abstract The use of molecular devices in post-CMOS devices and structures is
described. Particularly we demonstrate the fabrication and characterization of two-
novel devices: a two-terminal device which exhibits a two-negative differential
resistance peaks and a sub-10-nm-channel vertical molecular transistor which
contains a molecular quantum-dot compound. We show that the latter device
can be operated in two distinct modes: gate-controlled switch and gate-controlled
hysteresis.

1 Introduction

The field of molecular electronics emerged in the past couple of decades and
is drawing attention largely in light of the increasing limitations of solid-state
microelectronics. Moore’s law, the highly cited guideline first mentioned in 1965,
predicts a doubling every 18—24 months of the number of transistors on an integrated
circuit [1]. With the silicon metal-oxide-semiconductor (MOS) transistor, and later
on complementary MOS (CMOS) architecture, this trend has been upheld by
industry for the past five decades. Indeed, a decade ago, process technology was at
the 0.18 — pum (180 nm) node (referring to the channel length of a MOS transistor),
while today, the 22-nm node is becoming the industry standard [2].

However, performance limitations are expected to increase with the scaling of
devices. Leakage currents can occur by carriers tunneling through ever-thinner
gate dielectrics or as subthreshold current between ever-closer source/drain regions,
when the transistor is operating in the weak-inversion region. The increase in device
density due to scaling also leads to an increase in generated heat and in the need
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to dissipate it. A variety of secondary effects, collectively termed short-channel
effects, also play an increasing role in degraded transistor performance [3,4]. One
such example is drain-induced barrier lowering (DIBL). This effect describes a
decrease in the potential barrier between the source and channel regions, due to the
closer proximity of the drain region. The applied bias on the drain would therefore
influence the magnitude of the drain current, which ideally is determined only by the
gate voltage. This results in a lowering of the threshold voltage of the MOS transistor
and higher subthreshold currents. Another secondary effect is surface scattering.
As a result of narrower channel, and together with the lateral extension of the
source/drain depletion regions into the channel region, the longitudinal component
of the electrical field applied from the gate increases. As a result, carrier mobility
is reduced in the lateral direction, as they tend to accelerate towards the gate.
These stronger electric fields also increase the probability for electron carriers to
tunnel into the gate dielectric. Once there they are trapped and build up charge
in the dielectric. Threshold voltage must be increased to compensate for these
charges, thereby degrading device performance. This is termed the hot electron
effect. Indeed, increased subthreshold conduction and power consumption and the
need for effective heat dissipation are some of the most relevant issues currently
addressed by the semiconductor industry [5-7].

The negative effects of leakage currents are of particular importance for static
random access memory (SRAM). An SRAM cell is typically composed of six MOS
transistors, and the data bit is stored on four of the transistors, as two cross coupled
inverters, as shown in the following figure (Fig. 1).

A key parameter in the design of SRAM circuits is the data retention voltage
(DRV) which defines the minimum supply voltage to the circuit at which a data bit
can be retained. Typical SRAM operation often requires reducing supply voltage
to below the threshold voltage of the transistors, where conduction is primarily by
leakage currents. Thus, as subthreshold conduction increases with device scaling,
the power consumption of SRAM circuits becomes even more pronounced.

Several process innovations such as the transition to high-k dielectrics, strained
silicon channels, ultra-shallow junctions, and others have been implemented to
combat these device performance issues [4]. Developments such as deep UV and
immersion photolithography have further pushed the resolution limit for feature
patterning [4,8]. However, these too are nearing a physical limitation. The inevitable
consequence of these innovations is an increased burden on R&D and production
cost, and diminishing returns with every new technology node [5]. This trend has
been termed ironically as Moore’s second law. Lastly, with every new technology
node, the positive effects of scaling on processing power, speed, and complexity are
less pronounced, with other factors such as interconnect and memory access delays
being the main limitations on performance [8]. As such, the 2010 update of the
International Technology Roadmap for Semiconductors (ITRS) predicts a decline
in development, with transistor count doubling only every 3 years starting 2013 [2].

Molecular electronics offers both an alternative and a complement to existing
semiconductor technologies [9]. In the ideal scenario, the field addresses electronic
devicescomprising circuitsinwhich'specific molecules, as opposed to transistors or
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traditional thin films, are the basic building blocks. Besides the obvious advantage
of their small dimensions, individual molecules are identical and are therefore
expected to behave robustly as electronic devices, with no variance. The great
variety of molecules and the ability to synthesize them as needed leads to a
great variety in electrical, mechanical, and optical properties when considered as
practical devices. A key difference from conventional semiconductor technology
is in the fabrication, which takes on a bottom-up, as opposed to a top-down
approach. Whereas in industry, the bulk material is processed down to produce
scaled devices, in a bottom-up approach, the molecules are first synthesized and
then assembled into structures and circuits of increasing complexity [9—11]. This
requires a different approach and design for the fabrication process of molecular
circuits. While at heart it is a completely different approach to electronics, it is
expected that molecular electronics, at least in the coming years and decades, will
see increasing integration, as opposed to competition, with conventional electronics,
namely, silicon-based CMOS technology [9, 11]. Recent advances in molecular
devices, both two-terminal (such as molecular memristors [12]) and three-terminal
devices (molecular transistors [13]), offer appealing alternatives to the current logic
and memory technologies. In the following section these advances will be described.

1.1 Two-Terminal Molecular Junctions: Focusing on Negative
Differential Resistance

A variety of materials can be exploited on the molecular and nanoscale levels
to produce unique electrical properties that can be then used to construct novel
electronic devices, with similar functionalities as CMOS devices. One example
is phase-change materials (PCM). A common choice of such materials is chalco-
genides family [14]. These have the ability to toggle between the amorphous and
crystalline phases when heated, for example, by applying an electrical current.
The two phases possess different electrical resistivity. Thus, when a given voltage
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is applied across a PCM device, the resultant current will either be high or low,
depending on the phase of the material. This applied voltage can be considered as
a read voltage on a nonvolatile memory (NVM) cell. A program voltage will set
the cell to a low-resistance “1” state. This voltage is determined by Joule heating,
to a temperature above the crystallization point of the PCM material, but below its
melting point. Once cooled, the cell is in the crystalline phase, the low-resistance
“1” state. To erase the cell, a higher voltage is required to bring the cell above its
melting point, to the amorphous phase, where the high resistance represents the “0”
state. As such, NVM devices based on PCM materials are currently in development
and production among the leading companies and slated to replace existing floating
gate flash memory [15].

A positive effect of scaling such devices, besides increased memory density,
is faster program and erase speeds. A PCM-based memory cell’s speed is limited
by the cooling time of the material following Joule heating. This cooling time is
reduced along with device dimensions. However, there are several hurdles in full
adoption of PCM-based memory [15].

Negative differential resistance (NDR) is another property found in some
molecular systems and novel materials [16, 17]. It describes a decrease in current in
response to an increase in applied bias over a given range, as shown in the following
figure (Fig. 2).

An NDR device could cancel out an equal and opposite load resistance when
connected in series and theoretically produce infinite power gain [18]. Incorporated
into a resonance RLC circuit, an NDR element can produce high-frequency
oscillators, operating in the microwave and infrared ranges [19,20]. Rectifiers are
another class of electrical devices that can be constructed using NDR elements
[21,22]. NDR can also be used to induce bistability in a circuit, a condition in which
the circuit operates in two stable points. As such, circuits based on NDR elements
have the potential to be used as digital logic and memory devices [23-25].

NDR has also been observed in a variety of single-molecular layers, termed
monolayers [26]. For example, Chen et al. describe an NDR device in which
the active region is a monolayer of 2’-amino-4-ethynylphenyl-4’-ethynylphenyl-
5’-nitro- 1-benzenethiolate, situated between two Au contacts [27]. An applied
positive bias leads to a one-electron reduction from one of the contacts to the
molecules. As a result, a radical anion is formed, acting as a charge carrier in the
system, increasing the overall current. A higher applied bias leads to an additional
one-electron reduction. In this scenario a nonconducting dianion state is reached,
drastically reducing the overall current of the system. The group reports a peak
current of 1.03nA. The active layer was situated in circular regions of diameters
30-50nm. As such, a current density of ~ 53 A/ cm? was achieved in the devices.
With a valley current of 1 pA, the peak-to-valley ratio (PVR, see Fig. 2) was 1,030,
several orders of magnitude greater than possible with semiconductor NDR devices.
However, these measurements were conducted at 60 K and significantly diminish
approaching room temperature.

Earlier work conducted in our group has also shown NDR in monolayer devices
[17]vInthis'caseyamonolayerof aferrocene-derived compound was used (Fig. 3).
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Fig. 3 Ferrocene-derivative molecule used to form a multi-peak NDR device (see [17])

The compound consists of a ferrocene molecule, Fe(CsHs),, synthesized with
organic chains on both sides, where one chain is thiolated. The chemical structure
of the compound and a typical I/V characteristics are shown in the following figure.

A monolayer of this material was formed over an Au bottom electrode and
sandwiched on the opposite end by a Pd top electrode. Electrical measurements
of the structure showed two NDR peaks at ~ 0.55V and ~ 0.92 V. The mechanism
responsible for these peaks has been speculated to relate to ferrocene redox reaction
centers around the biases at which the peaks occur. Another hypothesis is the
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formation of polaronic states which at the molecular junctions allows the formation
of NDR [28].

NDR devices have been used in the pre-CMOS days to construct digital circuits.
A classic implementation of such a design is the so-called Goto pair, first presented
by E. Goto et al. in 1960, with a simple circuit using tunnel diodes [29, 30]. The
circuit consists of two NDR devices in series and has since been named the Goto
pair. Contemporary research into tunnel-diode logic circuits based on the Goto pair
was also conducted by M.S. Axelrod et al. [31]. However, subsequent developments,
namely, CMOS technology, have rendered this architecture as obsolete. Nonethe-
less, in recent years, a growing interest has been observed within academic circles
in NDR-based logic and in the Goto pair as an implementation of such circuits
[23, 32, 33]. A simple circuit based on the Goto pair is shown in the following
schematic (Fig.4).

The advantageous nature of this circuit for digital applications, as a consequence
of the unique IV characteristics of NDR devices, is readily discernable from a load-
line perspective. The voltage level of the circuit at the node between the two devices,
labeled as n,, will be stable at equilibrium points, in which the load and drive
currents are equal. This can be seen in the following load-line diagrams, depicting
two identical NDR devices.

These equilibrium points are marked as green dots above, at the intersections
of the load and drive IV curves on the load-line diagrams. It can be seen that at
biases below ~ 2%V .o, with both devices in the PDR region, the circuit essentially
behaves as a voltage divider. The corresponding current and voltage at node n, are
shown at the intersections in Fig. 5a, b. With one stable equilibrium point, the circuit
is termed monostable at these biases. Increasing Vin above ~ 2%V, the circuit
undergoes a monostable—bistable transition (MBT), depicted in Fig. 5c, d. At these
higher input biases, three equilibrium points exist for the state of the circuit at node
n,, in which the drive and load currents are equal. However, at the central point,
both devices are in their NDR regions, and the circuit is at a state of unstable
equilibrium. Any current fluctuation into node n, through the NDR devices will
create an imbalance between Ip and I;, and draw the circuit to one of the two
other equilibrium points, where the circuit is at stable equilibrium. At the two
stable points, minor current fluctuations will cause a charge imbalance that will
dissipate within the circuit, but will not cause a change in the state/voltage at node
n,. Thus, with the ability to retain one of two voltages, the circuit is suitable for
digital applications.

1.2 Three-Terminal Molecular Junctions: Towards Molecular
Realization of the Floating-Body (1T) Transistor

For years, floating-body transistors have been touted as an alternative to conven-
tional cache memory. Current capacitor-based cache memory technology is running
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Fig. 5 Load-line diagrams of two NDR devices

out of gas. Since the storage capacitance must be kept constant, for the next
generations of conventional 1T-1C DRAM cells beyond the 22-nm technology node,
the miniaturization of the bulky storage capacitor will become more and more
difficult. In the future, several existing solutions such as trench or stacked capacitors
using high-k materials will remain expendable but at the expense of the loss of
performances and cost rising.

Several years ago, a new generation of DRAMSs using only one transistor,
called 1T-DRAM, was proposed as an alternative to the usual 1T-1C DRAM
architecture. This memory cell uses the floating body of a single transistor to hold
the information, that is, to store the charge. It is also a candidate for increased
memory density, compared to the standard six transistor (6T) cache memory that
is used on all microprocessors today, as discussed in the introduction. As for
1T-1C DRAM cells, the crucial performance factors to consider are a high retention
time, sufficient-sensing margin, low programming bias which enables low power
consumption, and further cell scalability.
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All the proposed and demonstrated 1T-DRAMs use the majority carriers stored
at one interface to modulate the minority carrier current flowing at the opposite
interface. This revolutionary principle is based on the coexistence of electrons and
holes in the same body which basically requires a two-gate operation or moderately
thick films (~ 50 nm). However, ultrathin films (< 10 nm) are needed for MOSFET
scaling beyond the 45-nm node; this condition also applies to embedded I T-DRAMs
co-integrated with logic circuits. Unfortunately, the super-coupling effect forbids the
simultaneous activation of the electron and hole channels, facing each other, in the
same ultrathin silicon layer.

Our approach is to explore molecular systems to harvest sub-10-nm molecular
transistors and to construct gate-controlled hysteresis device that can be used to
form a novel 1T-DRAM. This molecular route is strongly supported by the ITRS
vision which states that molecular-based electronics is one of the leading candidates
to extend Moore’s law [2]. However, this great potential was not realized by now
due to the difficulty to fabricate reliable devices in parallel and in mass production.
Recently, we and others have demonstrated several routes for the fabrication of
molecular transistors which might be integrated in future device technologies.
Recently, we reported on the formation of quantum-dot-based room-temperature
vertical transistors that can fulfill the demands of future post-CMOS technologies.

Recently, we have demonstrated the fabrication of thousands of vertical molec-
ular transistors on a single chip, all in fabricated in CMOS compatible facilities
[13,34-37] (see Fig. 6). Those transistors adopted a hybrid approach where CMOS
vertical transistors structure was created while specially engineered molecular layers
were self-assembled into a predetermined area. Importantly, the molecular layers
defined the critical channel width (the molecular size — 1-4 nm) while offering the
molecular versatility to determine the transport characteristics of the transistor.

This has been achieved by incorporation of a monolayer composed of a modified
Ceo molecular quantum-dot (MQD) system [36] or even electroactive protein layers
[13,35]. Figure 6 shows the MQT transistor in which it was asymmetrically coupled
to the leads of the source and drain device via a thin oxide layer on the bottom
contact and physical adsorption of Pd on the top contact. This vertical side-gate
molecular transistor was operated at low voltages with high gate-voltage sensitivity,
thus allowing reproducible and reliable measurements on various types of molecular
systems. Moreover, the fabrication methodology allows the formation of multiple
arrays of transistors fabricated in parallel with the use of conventional engineering
processes and lithographic techniques [13,36].

Figures 7 and 8 show the transistor and hysteresis measurements taken at two
different values of VG. It can be seen that two new distinct modes of operations
are demonstrated: “voltage-driven switching,” in which the conductance can be
modulated by the gate voltage, and a new mode of operation, “voltage-controlled
hysteresis,” in which the properties of the loop can be controlled by the gate voltage.
While the first method can be exploited for switching applications, the second mode
can be used for memory applications.



Towards Post-CMOS Molecular Logic Devices 21

Fig. 6 Schematic representation of the transistor (the dimensions of the layer are unscaled for
clarity). A side gate (A) is used to activate molecular layers stacked (B) vertically and separated
from the source electrode by an oxide layer. The current is flowing between the source and the
drain electrodes (S,D) and modulated by the gate lead (G). (a,b) Optical images of a single device
(c) and of an array of transistors (d). The molecular layers are confined
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Our results can be understood from a consideration of the transistor structure and
the polaronic model [28]. We have concluded that a successful operation of an MQD
transistor must fulfill some of the following basic experimental conditions:
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Fig. 8 Gate-controlled hysteresis. I-V curve of a typical molecular quantum-dot transistor
exhibiting conductance switching and hysteresis taken at different gate voltages (0.64 V (a) and
1.15V (b)). Von and Voff are defined at the first discontinuity point and at the crossing point of the
reverse and forward scans, respectively

1. The tunneling rates in a polaronic transistor must be considerably slower than the
polaronic relaxation time. In practice, this situation can be achieved by lightly
coupling at least one of the electrodes to the molecular system. In our case this
condition was fulfilled mainly by the introduction of the oxide spacer between
the metallic electrode and the SAM.

2. Asymmetric junctions enhance the probability of measuring hysteresis effects.
This point was discussed theoretically by D’ Amico et al. [38] who noted that
although a symmetric situation can also give rise to hysteretic behavior, this
would happen only over a finite range of bias voltages, thus decreasing the
probability of measuring it. On the basis of our results and on the above
analysis, we conclude that asymmetrical junctions are experimentally favorable
for molecular-transistor applications.

3. The vertical transistor configuration offers some advantages over the conven-
tional lateral one, since it provides an additional degree of freedom in the choice
of materials used for the source and the drain electrodes. While in our case we
could easily construct asymmetric junctions by choosing different materials for
the leads, in the lateral configuration, this task is very difficult. Furthermore, the
vertical configuration allows the fabrication of complex (metal-oxide) contacts
as demonstrated in this work.

To summarize, these post-CMOS transistors which operate in low power (below 1V)
either in standard CMOS transistor operation mode or in single-electron quantum
transistors mode thus offer new type of operation of gate-controlled hysteresis (see
Fig. 2 i i charge storage.
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Furthermore, these transistors offer the use of the inherent quantum effects
allowing the operation of 1T-DRAM in a new fashion utilizing the extraordinary
switching and charging propertied of a molecular quantum do transistor [35] which
allow the use of novel advanced logic and memory platforms that are extremely hard
to achieve using current CMOS technology.
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Quantum Interference Effects in Electron
Transport: How to Select Suitable Molecules
for Logic Gates and Thermoelectric Devices

Robert Stadler

Abstract Since the concepts for the implementation of data storage and logic
gates used in conventional electronics cannot be simply downscaled to the level of
single-molecule devices, new architectural paradigms are needed, where quantum
interference (QI) effects are likely to provide an useful starting point. In order to
be able to use QI for design purposes in single-molecule electronics, the relation
between their occurrence and molecular structure has to be understood at such a
level that simple guidelines for electrical engineering can be established. We made
a big step towards this aim by developing a graphical scheme that allows for the
prediction of the occurrence or absence of QI-induced minima in the transmission
function, and the derivation of this method will form the centrepiece of this review
article. In addition the possible usefulness of QI effects for thermoelectric devices
is addressed, where the peak shape around a transmission minimum is of crucial
importance and different rules for selecting suitable molecules have to be found.

1 Introduction

In the vivid field of molecular electronics, where tremendous advances in the
theoretical description as well as experimental characterization of the conductance
of single-molecule junctions have been achieved in the last two decades, two
concepts emerged recently which received a lot of attention: (1) devices based on
quantum interference (QI) effects [1-6] and (2) thermoelectric applications (TA) [7—
11]. QI-based devices are utilising the wave nature of electrons and the resulting
possibility for destructive interference of transmission amplitudes for the design
of data storage elements [2], transistors [1, 5] or logical gates [3]. TAs on the
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other hand focus on the conversion of thermal gradients to electric fields for power
generation or vice versa for cooling or heating with so-called Peltier elements, an
application for which not only homogeneous bulk materials but also single-molecule
junctions might be used. The efficiency of a thermoelectric device is measured by
a dimensionless number, the figure of merit ZT, which can be increased by steep
declines in the transmission function describing the electronic conductance of a
junction [8, 12]. This latter requirement for a high ZT value provides a link between
QI and TA in the sense that QI effects can cause the transmission function to change
from rather high to rather low values or vice versa within a small energy range close
to the Fermi level of the electrodes for some molecules.

In this chapter I review my personal involvement in studying QI effects in single-
molecule electronics, where 1 start with introducing QI-based concepts for data
storage [2] and logical gates [3], and then highlight a graphical design scheme for
predicting the occurrence of QI-induced minima in the transmission function [13]
and the energies at which they occur [14] in their dependence on the molecular
structure. In the second half of this chapter I present a method to analyse the
structure dependence of the asymmetry of interference dips-which is crucial for
TA-from simple two-site tight-binding models, where one site corresponds to a
molecular 7 orbital of the wire and the other to an atomic p, orbital of a side group,
which allows for an analytical characterization of the peak shape in terms of just
two parameters [15].

2 Monomolecular Data Storage and Logic Gates

An important task in molecular electronics is to implement active device behaviour
in an electric circuit by using the structural or electronic properties of individual
molecules. Since the final aim is to arrive at an overall computer architecture which
is smaller than currently available semiconductor technology [16—18], it should be
kept in mind that the molecules are connected to metal electrodes which need to be
wired to the outside world for being addressable. Even if feasible, it would be highly
impractical to consider this metal wiring scaled down to an atomic level due to the
introduction of additional wire-dependent electron scattering and the necessity for
those wires to be then absolutely defect free. One way to avoid these problems can
be found in exploring the possibilities for intramolecular circuits, where the device
behaviour of one single molecule mimics not only a single switch but, e.g. a two-
input logic gate or even a more complex part of a logic circuit.

The key idea for the design of such intramolecular circuits first presented in [2]
and illustrated in Fig. 1 is to take into account the influence that symmetry has on
electron transmission through highly delocalised m states of aromatic molecules,
which are connected to a reference electrode and a given number of output
electrodes. It is assumed that the electron transfer process across the molecule could
in principle be tuned by varying chemical substituents, e.g. with the help of redox
reactions;orbylocallyactingonthemyeigl by using an STM tip. This would control
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Fig. 1 A molecular data storage scheme based on an aromatic molecule (naphthalene) bonded to
four gold electrodes by sulphur atoms and polyacetylene wires. For the surface, an insulator has to
be chosen to prevent crosstalk between the electrodes. The variables X, Y and Z could either be
chemical substituents or alternatively connections to further electrodes. Reprinted with permission
from [2], Copyright (2003), Institute of Physics

the output current by changing the interference pattern of the electron scattering
process, and the chemical substitution pattern could be used for data storage. Such
an architectural scheme, although its structure is defined in the space domain, would
share some favourable characteristic features with quantum computing, such as the
possibility for dense storage scaling as 2V, where N is a parameter reflecting the
size of the system. While in [2] this original idea has been first proposed, the concept
has been extended in [3] for the design of small logic circuits, where first electron
transport calculations taking into account the detailed three-dimensional structure
of the molecular orbitals of benzene molecules and using NO, groups as ligands on
an extended Hiickel level have been performed (Fig. 2).

Since it is not possible in the case of intramolecular architectures to decompose
them into single gates and wires [19, 20] as is done in semiconductor industry,
architectural design needs to take into account the system as a whole. The overall
aim is to find a molecular structure on which a maximum amount of computational
functionality for information storage and/or processing can be imposed. For this
task, a simple graphical method can be employed [3, 13], which does not take
into account the full complexity of the electron transport through the molecule.
This method is derived in Sect. 3 from a topological tight-binding (TB) description,
where.each.atom,contributing to.the.sz.system is only described by a single atomic
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Fig. 2 A benzene molecule is connected to two gold electrodes by sulphur atoms and polyacety-
lene wires, and the transmission through the molecule can be designed to have the characteristics
of either (a) a XOR gate or (b) an AND gate. The type of gate is defined by the positions on the
benzene ring, where the wires are connected, namely, in a meta-configuration for the XOR gate
and in an ortho-configuration for the AND gate. It is also crucial on which ring positions the nitro
groups are bonded to the molecules. It is envisioned that they are rotated for defining the input (with
unspecified means for inducing this rotation in praxis), where the substituents interact with the
electrons of the benzene ring, when they are planar to the ring, and there is no interaction when
their rotational state is perpendicular to the benzene molecule. This means that for an input of (1/1),
both nitro groups are in the same plane as benzene; for (1/0) and (0/1), one nitro group is planar, the
other rotated by 90°, respectively; and for (0/0), both groups are perpendicular. The output is then
defined by the electron transmission probability through the junction, with a high transmission
representing ‘1’ and a low transmission representing ‘0’. The figure shows that the correlation
between input and output for the respective molecular junctions fulfils the truth tables for XOR
and AND gates. Reprinted with permission from [3], Copyright (2004), Institute of Physics

orbital (AO). The use of such a description for the comparison of different molecular
topologies consisting of rings or chains of AOs already allows for an assessment of
the applicability of particular molecular structures for architectural design, since its
predictions have been validated by density functional theory (DFT) calculations in
[13] as pointed out in more detail in Sect. 3.

3 A Graphical Design Scheme and Its Validation by DFT

Within a single-particle picture, the transmission probability of an electron entering
a molecular junction with an energ can be reduced to
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T(E) = y(E)|Gin(E) (1

assuming that the Hamiltonian describing the molecule Hy, is given in terms of a
basis consisting of localised atomic-like orbitals, ¢1, ¢, ..., ¢y and that only the
two orbitals ¢; and ¢ couple to the leads [13, 14].

Often, the energy dependence of the lead-coupling strength, y, can be neglected.
It then follows that the transport properties are entirely governed by the matrix
element Gy (E). The latter can be obtained using Cramer’s rule

detiy (E — Hpol)
Giy(E) = 2
WE) = GeE = o = %0 — Tp) @

where det;y (E — Hy,o) is the determinant of the matrix obtained by removing the
Ist row and N th column from E — H,,, and multiplying it by (—1)'+V_ Taking the
Fermi energy to be zero without loss of generality, we can then state the condition
for complete destructive interference of the zero bias conductance, G(Eg) = 0, as

deth(Hmol) =0. (3)

For a general three-site system, where the coupling constants between the orbitals
ain, ajs and a3 are unspecified and their on-site energies ¢; = 0 for all three atomic
orbitals, the matrix Hp,o can be written as

—E app ap
Hyoo= | ain —F ax |. 4
ap ap —E
where for E = Ef
detyy (Hmot) = —ay3ans. ()

For general four- and five-site systems under the same conditions, this expression is
replaced by

2
detyy (Hmol) = A13G24034 + 14023034 — A 1203, (6)
and

2 2 2
detiy (Hmot) = az,ais azs + a35a14024 + aysa13a23 + 2a2azaassass (7)
—a130a24A35045 — A14A23035045 — A13025034045 — A 15023034045 — A140425034035

—a150240434035,
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Fig. 3 Visualisation of the terms in det; y (Hyo1) (see text) for electron transport between orbitals
1 and 2 for (a) three, (b) four and (c) five atomic orbitals, respectively. Panel (d) is for six orbitals,
with the coupling pattern of benzene being taken as a boundary condition. Atomic orbitals are
drawn as dots; lines connect two orbitals when there is a factor in the respective term which has
both of their indices, and double lines indicate that this factor is squared. Reprinted with permission
from [3], Copyright (2004), Institute of Physics

respectively, where det; y (Hmo) is visualised as graphs in Fig. 3a—c for three, four
and five orbitals, respectively. Each term in the sums is represented by a different
drawing of the orbitals as dots, with lines connecting them if there is a factor in
the term which has both of their indices and with double lines when the factor
is squared. Looking at the structure of these graphs, it can be seen that the terms
represent all possibilities for a path between orbitals 1 and 2, where all orbitals of
the molecule have to be either traversed within the path or within a closed loop,
which for the comparatively small number of orbitals shown in Fig.3 are either
double lines or triangles (Fig.3c) but can be larger loops for a larger structure. A
larger number of orbitals lead also to an increase in the number of possible paths.
But the individual terms contain more couplings as well, and if only one bond is
missing, then the path does not exist. For six orbitals, there are 46 possible paths, but
for the bonding pattern of a particular molecule, this number considerably reduces
and becomes two for benzene (Fig.3d) with the electrodes attached in an ortho-
configuration.

The rationale for applying the graphical scheme for the prediction of QI effects
is based on the fact that viable paths must exist for det; y (Ho1) to be finite, which is
a precondition for G(Eg) > 0 (see (2) and (3)). A path-in this interpretation one of
the terms;in-the sum-defining.detyy(Hmop)-is viable only if there are bonds between



Quantum Interference Effects in Electron Transport 31

ortho meta para

L L L R

R

Fig. 4 Demonstration of how the graphical QI prediction scheme is applied for electron transport
through benzene in ortho-, meta- and para-connections. For the connections without QI, a
continuous path can be drawn either with (para) or without (ortho) pairing up remaining sites.
This is not possible for the only connection, which exhibits QI for benzene (meta), where the
isolated site has been marked by a green spot. Reprinted with permission from [13], Copyright
(2010), American Chemical Society
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Fig. 5 Illustration of the graphical scheme (leff) for predicting a QI-induced minimum in the
electron transmission function (right) of an anthraquinone molecule between gold electrodes.
Reprinted with permission from [13], Copyright (2010), American Chemical Society

atomic orbitals corresponding to all factors in this term. As can be extrapolated
from the examples in Fig. 3, the general rule is that all atomic sites have to be either
part of a continuous line connecting the two sites coupled to the leads (1 and 2 in
Fig. 3) or be part of a closed loop (in praxis, i.e. for realistic molecules only pairs-
with a bond between them-of isolated atomic orbitals occur, triangles or even larger
loops are uncommon). In Fig. 4 we show how the method is applied for predicting
QI for the well-known case of benzene connected to two leads in ortho, meta and
para configurations. While for ortho all atomic sites are part of a continuous line
from lead to lead, for para the two orbitals not on this line form a pair with a bond
between them (marked by a red elliptical confinement in Fig. 4). As is well known,
these two configurations do not exhibit QI. The meta setup on the other side has an
isolated atomic site without a neighbour which is not part of the curve (highlighted
by a green spot in Fig. 4), and therefore QI results from the scheme. While in more
complicated molecules there may be several ways to draw continuous lines between
the leads, the crucial point is whether it is possible to draw it in a way that the
general rule named above is fulfilled. If, for instance, the curve for meta would be
drawn in the other direction, then three sites would be left on the other side of the
molecule, where two of them could form a bonded pair, but again there would be
one orbital remaining.
In [13] we studled ten junctions with anthraquinone molecules (Fig.5), which
e vo.oxygen side groups on the molecules, and
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Table 1 DFT conductance values in units of Gy = 2e?/h for a range of
anthraquinone molecules where some experience QI effects (I1-15) and others
do not (N1-N5)

Molecule G (Gy) Molecule G (Gy)

11 7.71 x 1078 N1 1.38 x 1072
2 1.82 x 108 N2 8.57 x 1072
3 3.03 x 1074 N3 7.09 x 1073
14 3.55 x 10~ N4 8.98 x 1073
15 8.84 x 1074 N5 6.19 x 1073

Note that the conductance values in the left column are systematically lower
than those in the right column. This is a result of destructive QI occurring close
to the Fermi energy for the molecules I1-I5. Reprinted with permission from
[13], Copyright (2010), American Chemical Society

categorised them into two groups, where five of them exhibited QI inside the energy
range of the HOMO-LUMO gap (I1-15) and the others (N1-N5) did not. We made
this distinction on the basis of our graphical scheme, and our conclusions were
in good agreement with DFT calculations, where as can be seen from Table 1,
the conductance of molecules I1-15 is systematically and significantly lower than
the conductance of molecules N1-N5. This prediction, however, was based on the
assumption that the on-site energy of the side group would be approximately equal
to the on-site energy of the carbon p. orbitals. From the side-group analysis in
[14], it was found that this assumption is questionable for oxygen with a side-
group energy of —2 eV (relative to the Fermi level). In [14], we also showed
that more quantitative estimates of the transmission node position can be obtained
from a straightforward generalisation of the graphical scheme to the case of
finite (and varying) on-site energies. This scheme was then used to analyse the
transmission nodes in linear and aromatic molecules with side groups. For linear
molecular chains, a single transmission node occurs at an energy corresponding
to the energy of the side group w-orbital, while for aromatic molecules, the nodal
structure of the transmission function is in general more complex due to a non-
trivial interplay between molecular topology and side-group on-site energy, which
explains the success of the original scheme for categorising the anthraquinone
molecules as exhibited in Table 1 even beyond the limiting conditions assumed for
its derivation [14].

4 Transmission Peak-Shape Engineering for Thermoelectric
Devices

The TB model, which was first introduced in [15], aims at a separation of the
structural aspects governing the key quantity for the electronic contribution to
thermoelectric properties. I am referring to the peak shape of interference dips
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in the transmission function, for which analytical expressions can be derived in
dependence on just two parameters given a few simplifying assumptions are made.
First, as for the graphical scheme in the last section, it is assumed that only the &
electrons are relevant in the energy range of interest, which allows us to describe
molecules within a TB model with only one p, AO for each carbon- or hetero-
atom. In a second step, we look at MOs of t-stub wires [21, 22] without the side
group attached, which can be obtained by diagonalising the TB Hamiltonian for
a chain of carbon atoms with a certain length and from them pick the single MO
which is closest in energy to the p, AO or fragment orbital of the side group. If we
now assume a two-site single-particle picture where the transmission function for
electrons incident on a molecular junction with an energy E is dominated by this
MO and its interaction with the side-group AO, it can be written as

4 2
T(E) = Y , ®)
(E + 4y?

as derived in [15], with y being the lead coupling within a wideband approximation,
&o the wire MO energy, €| the side-group AO energy and ¢ the coupling between
them. For an illustration, see Fig.6b. Since the thermoelectric properties of a
molecular junction are optimised if the transmission function rapidly change from
a minimum to a maximum, we can define the energetic difference A E between the
transmission minimum and its closest maximum as a simple criterion. It follows
from (8) that the transmission is zero at energy E = Ey=¢;, [14], while for
determining the energy of transmission peaks with .7 = 1, the quadratic equation
E— Ei—zAg = 0 has to be solved where we made the substitution Ae = &1 —¢g( and set
&0 = 0 without loss of generality for our following arguments. The solutions to this
equation E|; and the norm of their differences with the energy of the transmission
zero E can then be obtained as

As 1
Ei» = ;:t Ae? + 412 9)

|E12—E0|— |——:i: \/A82+412| (10)

where it can be seen that for finite Ae, there will always be one solution for
|E12 — Eo| which will be closer to zero than the other. In other words, only
under this condition will the energy difference of the two transmission maxima
from the transmission minimum be asymmetric for the two-site model, while for
Ae =0, we get |E;, — Eg| = =+ t, and the peak shape around the minimum in
7 (E) will therefore be symmetric. In the following, I will refer to the smaller of
the two solutions for |E;, — Eo| as AE, which is used as a measure indicative
of thermoelectric efficiency where the thermopower is expected to be high for
small AE. An important conclusion at this point is that |Ej, — Ey| is completely
independent of the lead-coupling y. Rapid transmission changes being independent
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Fig. 6 (a) Analytical TB results for the purely electronic thermoelectric figure of merit ZTy
calculated from the transmission functions of a two-site model (b) according to (8) and (11) with
y = 0.5eV, &g = 0.0eV and || = 0.5¢V for &, = 0.0eV (red), 0.5eV (black) and 1.5e¢V
(green). Reprinted with permission from [15], Copyright (2011), American Institute of Physics

of lead-coupling broadenings are a general advantage of utilising QI since both
transmission peaks and transmission minima are defined entirely by the molecular
topology. As a consequence AE is completely defined by just two parameters,
where peak shapes of the transmission function for molecular t-stubs are found to
be the more asymmetric, the larger Ae and the smaller . We note that these two
parameters correspond to the length and height of the tunnelling barrier introduced
in [21,22] for a separation of the sidearm in mesoscopic waveguide t-stubs, where
the authors also found that distinctly asymmetric line shapes only start to appear for
weak coupling and large barrier heights.

The efficiency of a thermoelectric material can be characterised by the dimen-
sionless figure of merit, ZT, given by

S°GT
ZT=-""" (11)
Kph+Kel

where S is the Seebeck coefficient, G the electronic conductance, 7" the temperature
and kpp and ke are the phonon and electron contributions to the thermal conduc-
tance, respectively [15]. When the phonon contribution is neglected («p, = 0), one
obtains the purely electronic ZT;, which is illustrated in Fig. 6a for different values
of Ae. Clearly, the maximum ZT,, values increase when the transmission function
becomes more asymmetric which can be brought about by a rise in A¢ for a constant
t. While very large ZT, values have been predicted for symmetric transmission
functions [9], the results in Fig. 6a show that asymmetric transmission functions are
even more promising for a thermoelectric purpose.

In order for our two-site model to be useful for the analysis of t-stub molecular
wires, we need to be able to deduce the parameters # and Ae¢ from the full topology
of the wires’ p, AOs including the side group, which does not always have to be
another carbon site. For this, we start from an AO-TB model where the on-site
energy of each p, orbital of the carbon chain is set to zero and the couplings between
neighbouring sites are defined as —2.9 eV. From a diagonalisation of the chain
without the side.groupswhere Ireferto [ 15] for the full mathematical details, its
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Fig. 7 Transmission functions (upper panels) and MO-AO hybridisation schemes (lower panels)
for (a) C9-5 and (b) C9-4 type molecular stubs with a side group AO X (g5, = —0.5 eV), where
the respective AO topologies are given as insets in the transmission figures. The labels 5 and 4
correspond to the atom number in the carbon chain to which the side group is coupled, where
we indicate the numbering we use for the atoms in the carbon chain in the lower part of panel
(a). The line types for 7 (E) correspond to full TB AO calculations with (black) and without
(green) the side group, and a 2-site MO model with the side-group AO and the HOMO (egomo =
0 eV, dashed red) or the HOMO-1 (egomo—1 = —1.8 eV, dashed blue), respectively. The Fermi
level Ep is assumed to be identical to egomo of C9 (without any side groups). The lower panels
also show the topologies of the HOMO and HOMO-1 where the respective position of the side
group is indicated by red empty spheres, where depending on | A¢| and |t different hybridization
patterns are observed. Reprinted with permission from [15], Copyright (2011), American Institute
of Physics

MO energies and the orbital weight on each chain site for each MO can be obtained.
Within this scheme, the side-group AO energy €, and an initial value for the MO-
AO coupling ¢ can be freely varied so that it reflects the side-group chemical nature.
This initial value for ¢ is then multiplied by the orbital weight at the chain site to
which the side group is bonded. The relevant MO is typically the one closest in
energy to €. The two-site model finally contains this latter MO (with energy &o)
and the side-group AO, where the lead-coupling y in the two-site model is derived
from the wideband lead-coupling I" used in the full AO-TB model multiplied by the
squared orbital weight on the terminal sites in the chain.

In Fig. 7, it is illustrated how this works in practice and which kind of information
can be obtained from such an analysis. The figure focuses on molecular wires with
nine atoms in the chain (C9), where a side group with ¢ = —0.5¢V is attached to

C9 Hig. 7 £9-4, Fig. 7b) site of the chain. The solid
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Table 2 2-site MO model parameters |Ag| and |t for a range of molecular stubs of varying
length and chemical nature of side groups

Molecule C9-CH,-5 C9-0-4 C8-NO,-4 C9-NO,-5
|Ae] 0.40 0.91 0.61 1.60
ltcg 1.03 112 0.32 0.40
E, 0.26 —1.44 1.61 1.72
|AE]| 0.89 0.65 0.40 0.20
S (E) —170 (0.21) 184 (—1.39) 199 (1.65) 349 (1.74)
ZT. (E) 0.82 (0.19) 0.93 (—1.37) 1.00 (1.67) 3.00 (1.77)
ZT (E) 0.003 (0.19) 0.01 (—1.37) 0.03 (1.67) 0.48 (1.77)

The energy of the transmission zero E( and its difference to that of the nearest transmission
maximum |AE| are evaluated from transmission functions calculated from DFT. The maximum
values for the thermopower S and the electronic contribution to the figure of merit ZT¢(E)
(obtained at the corresponding energies in parentheses) and the full figure of merit ZT (including
phonon contributions and calculated at the same energy) are listed in the bottom rows. All energies
and the coupling strength |t,,| are given in eV, while S is defined in 1V /K, and ZT,, and ZT are
dimensionless and calculated at the temperature 7 = 300 K. Reprinted with permission from [15],
Copyright (2011), American Institute of Physics

black lines in the transmission functions in the upper panels of Fig. 7 are the results
of full TB-AO calculations including the side group, while the dashed red and blue
lines come from 2-site TB-MO models considering only the side-group AO and
the HOMO (red) or HOMO-1 (blue) of the unsubstituted chain, respectively. The
green line in Fig. 7a shows the TB AO result without the side group, where it can be
clearly seen that the peak in .7 (E) corresponding to resonance through the HOMO
splits into two, when the HOMO hybridises with the side-group AO, whereas the
other two visible peaks caused by the HOMO-1 and LUMO remain unaffected. The
situation is quite different for C9-4 (Fig. 7b), which exhibits a distinctly asymmetric
QI feature, and the red line does not reproduce the black one at all and instead
represents a single-site Lorenz peak at the HOMO energy. The blue line on the
other hand shows very good correspondence with the TB AO transmission, which
means that the side-group AO interacts mainly with the HOMO-1 and not with the
HOMO. This difference between the two molecular t-stubs can be understood in
terms of the topologies of the MOs plotted in the lower panels of Fig. 7, where the
HOMO has a high weight on site 5 but none on site 4, and in contrast the HOMO-1
has its largest weight on site 4 and none on site 5.

Finally, the suitability of four candidates for t-stub molecules for thermoelectric
devices is addressed in Table 2, where the thermopower S and the figure of merit ZT
are explicitly calculated from DFT. The table shows both the pure electronic ZTj,
which is completely determined by the electronic transmission function assuming
a vanishing phonon contribution to the thermal conductance, iy, and the full ZT
including a finite kpy, for which a constant value of 50 pW/K was used. Notably,
the qualitative ranking in S and ZT reversely corresponds to that of |A E |, reflecting
that the more asymmetric .7 (E) curves result in higher values for thermopower and
figure of merit. This remains true and is at the highest end even emphasised when the



Quantum Interference Effects in Electron Transport 37

contributions of phonons are considered. The two drawbacks for C9-NO,-5 in terms
of applications are the rather high value of Ej and its instability as a radical. These
results demonstrate that for an efficient and robust way of implementing QI-induced
transmission minima for thermoelectric applications, an asymmetric transmission
function with a transmission peak located close to the minimum and both near Er
in a chemically stable structure is needed. Since the analysis in Table 2 covers a
large part of the chemical possibilities for t-stub-type molecules, i.e. simple wires
with one side group, one has to conclude that more complex (and probably aromatic)
molecules need to be investigated systematically with regard to their suitability for
thermoelectric devices.

S Summary

The purpose of this chapter was to review my involvement in the attempt to
use quantum interference effects for the design of memory elements, logic gates
and thermoelectric devices in single-molecule electronics. In the first half of this
chapter, I recaptured the derivation of a graphical scheme which is based on a
simple tight-binding model of the 7 electron system but can be applied to a broad
range of realistic molecular junctions. By comparison to first-principle electron
transport calculations, it was demonstrated that the scheme correctly predicts
the presence/absence of transmission antiresonances at the Fermi energy for ten
different configurations of anthraquinone as well as for cross-conjugated molecules.
The graphical scheme provides a direct link between molecular structure and QI
and should be a useful guideline in the design of molecules with specific transport
properties.

The second part of this chapter focused on thermoelectric applications, where
an engineering of the peak shape in the transmission function was suggested for
an enhancement of the electronic contribution to the thermopower and figure of
merit. Asymmetric peak shapes are highly desirable in terms of device applications,
because they promise high thermoelectric efficiency, and the work presented here
therefore provides a route towards the chemical engineering of single-molecule
junctions which can be used as Peltier elements. For this purpose, another TB
scheme was introduced for the systematic investigation of the dependence of the
symmetry of the transmission function around the energy of QI-induced minima
on the molecular structure. Within this scheme, the molecular orbitals of molecular
wires with side groups were mapped onto simple two-site TB models where it was
found that the shape of the transmission function just depends on two parameters,
namely, the coupling between the side group and the molecular chain and the energy
difference of the side group atomic orbital and the molecular orbital closest to
it. The role of the topology of this molecular orbital in producing quite different
peak shapes for very similar molecules could be explained from our model and was
further verified by DFT-based electron transport calculations.
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Mapping Electron Transport Pathways
in Complex Systems

Gemma C. Solomon

Abstract As system complexity increases, in either biological or synthetic
molecules, an understanding of structure-function relationships makes it possible
to identify the essential functional units controlling physical properties from what
may be a vast sea of spectator components. Until recently, the range of theoretical
tools that have been implemented for elucidating structure-function relationships
in molecular electron transport have been limited, and consequently, the ability
to build chemical intuition for the behaviour of complex systems has also been
limited. Here we present our efforts developing a local description of molecular
electron transport, which has allowed us to map the interactions in a molecule
that mediate the tunnelling current in a range of chemically interesting molecules.
With this description of the local transport, we can understand the behaviour of
a complex, fluctuating system as a force is applied that induces conformational
change. We can isolate the interactions in the molecule responsible for high or low
currents and can use this information to refine the system design.

1 Introduction

Nano-science has made it possible to conduct physical measurements on single
molecules in a whole range of novel environments. Of particular interest for
molecular electronics are measurement setups that allow single molecules to
be bound between metallic electrodes while electric current passes through the
junction. Unsurprisingly, traditional theoretical tools can only offer limited insight
into the properties of these systems, and there is a real need for tools that take
their open, nonequilibrium nature into account explicitly. Here, we explore a tool to
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Fig. 1 Different surfaces across which the current can be calculated. (a) and (b) correspond
to surfaces that might be used conventionally with either one layer of gold (red surface in the
electrode) or no gold (green surface at the electrode—molecule interface) included in the extended
molecule respectively. (c) is a surface (shown in blue spanning the molecule) where the sums of
local current contributions may be examined. Reproduced with permission from [10]

visualise which parts of a molecule mediate the tunnelling current and how this tool
can be used in a range of chemical systems.

2 The Local Current Description

When we calculate the current through a molecule bound between electrodes, we
calculate the flux across a surface that may be somewhere deep within one electrode,
at the surface of the electrode or somewhere in the molecule as shown in Fig. 1.
Conservation of charge requires that the flux is independent of how this surface is
defined, but different definitions allow us to isolate the role of different components
of the molecule.

The local current description comes from prior work in the area [5,12], and here,
we will simply provide a limited description of the theory. A fuller account can be
found elsewhere[10]. The essential idea is that we can define the current that flows
between two atoms m and n, and with this definition, we can calculate the current
across any surface by summing over all pairs of atoms that span the surface.

The current /,,, between the two atoms is given as a sum over all the basis
functions 7 and j on atoms m and n, respectively, as

2e de
)Y / Vi G5i(e) = ViiGi (@) (1)
1€EM n/;;ln
2e [ de
= ? ZKmn(g)v (2)

where e is the charge on an electron, 7 is Planck’s constant divided by 2m, V;; is a
matrix element of the system Hamiltonian and G5 is a matrix element of the lesser
Green’s function. We have defined the integrand, K,,,,,(¢), as
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Kun(e) =Y > (Vi Gii(e) = VG5 (2)). (3)

n#m

In theory, atoms m and n can be anywhere in the system, but in practice, we are
most interested in the role that different parts of the molecule play in mediating
the current flow, so most often we use m and n that are part of the “extended
molecule” (i.e. the real molecule, plus some number of electrode atoms that we
designate as being part of the device). In this case, the lesser Green’s function can
be determined from the Keldysh equation, which in the steady-state situation is
given by G=(¢) = G™(g) X <(¢)G*"(e). The retarded Green’s function is defined
as G™®(g) = (¢ — H + in)~!, where 7 is a positive infinitesimal. The advanced
Green’s function is obtained by complex conjugation, GV (¢) = (G™!(¢g)). For a
noninteracting Hamiltonian, the lesser self-energy is givenby X <(¢) = if7(e) 't +
ifr(e) 'R The spectral density is defined as I} (e) = 27 3 Vie Vi (e — ex),
where X = L, R. Together, we have

G5 =Y (fLGRTEGHY +ifr GG, 4)
ki

The integrand in (2) can now be written as

Kun(e) = Y ) Y (fe(Vy GG = ViGE TEGYY)  (5)
i€m jen kil

n#m

—ifr(V;iGf TIF G = Vi G T Gi™M))

A surface through the molecular region is defined by specifying which sites are
to the left, in region M| and which are to the right, in region My. In the steady state,
the current Iy through the surface S can be expressed in terms of 7,,, as

Is= " > L. (6)

meMy, ne MR

When trying to understand the coherent transport properties of molecules, we often
plot the electronic transmission instead of the current as this provides a richer,
energy-resolved picture of the propensity for charges to tunnel through the molecule.
The transmission, 7' (¢), is related to the current through the system at the so-called
Landauer level as

1= / de(f1(6) — fr(©)T(e) ™

where f7(¢) and fr(e) are the Fermi functions for the two electrodes. This expres-
sion relies on a factorization of the integrand, which is valid for a noninteracting
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Hamiltonian. In order to calculate something resembling a local transmission,
we need to understand how the integrand K,,, relates to the transmission. The
factorization can be expressed as

S 3 Kunle) = (fi(e) — fa(@)T (o). (®)

meMy ne My

Most often (and in particular throughout this chapter), we assume zero temperature
in our calculations, which means we have a transmission window where f; (¢) = 1
and fr(e) = 0, and consequently

Z Z Kyun(e) = T(¢). )

meMy, ne MR

Thus, in this restricted sense, we can think of the total transmission through a surface
as a sum over terms associated with each local contribution between pairs of atoms,
Tmn(g) = Kmn(g)

It is important to note that the equations above assumes a local and orthogonal
basis set, which is not the case in most commonly used computational methods.
Before calculating the local transmission contributions, we perform a Lowdin
orthogonalization on the molecular subblock and transform the matrices required to
this new basis. The calculations performed in this chapter make use of the gDFTB
method[3, 5, 6] for a description of the electronic structure of the system. Molecular
geometries were obtained by optimising the isolated molecule using Q-Chem 3.0
[7] with density functional theory using the B3LYP functional and 6-311G** basis.
The molecules were then chemisorbed (terminal hydrogens removed) to the FCC
hollow binding site of a Au(111) surface with the Au-S bond length of 2.48A,
taken from the literature [2]. A wideband approximation is employed to describe the
electrodes with the density of states used to construct the self-energies set to a value
for bulk gold (1.9eV~!). No gold atoms were included in an extended molecule
so that the symmetry of the molecule could be used to separate the transmission
into o and 7 components [9]. The electrode unit cell varied in size depending on
the size of the molecule, with a minimum of 6 x 8 gold atoms perpendicular to the
transport direction and three layers in the transport direction, and periodic boundary
conditions were used.

The relationship we have between T (¢) and K, (¢) can be used as a check on our
calculations. Figure 2 shows the transmission for two molecules, calculated either
as T'(e) or as the sum of K,,,(¢) over a range of surfaces. In both cases, the sums
of the local elements are indistinguishable from 7 (¢). With this control in place,
we can start to examine the nature of the local transmission elements for a range of
molecules.
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Fig. 2 The transmission (black) and sums of local transmission elements across a range of surfaces
(colours) for an all-trans octanedithiol (fop) and the same molecule with higher energy defect
(bottom). While the transmission differs significantly between the two molecules, the sums of
the local transmission elements overlay the total transmission almost exactly for all surfaces.
Reproduced with permission from [10]

3 Simple Molecules

Summing the local transmission elements over a surface gives us an alternative
method for calculating the transmission, but the sum itself does not give us more
information about the transport through the molecule than we had previously.
The advantage of the local transport theory comes if we instead plot the local
transmission elements for a molecule graphically. We can represent the local
transmission components by arrows that overlay the molecular geometry. As with
any such plotting method, there are choices that have to be made in converting
the matrix K,,(e) into such a plot, and these choices need to be understood so
that the plots can be interpreted correctly. Here, we make use of the following
conventions:

e The local transmission plots are normalised so that the largest arrow in each plot
is of the same size, irrespective of the magnitude of the total transmission at that
energy.

e An arrow is only drawn when the magnitude of the local transmission between a

i i 0%.0 aximum local transmission at that energy.




46 G.C. Solomon

This restriction can result in an apparent lack of conservation in the drawn figure
when a number of subthreshold contributions are acting to increase or reduce
transmission in a particular region.

e Arrows may have different colours. When we have multiple colours in the same
figure, we use the convention that arrows are coloured red when the transmission
from the first atom to the second atom is positive and the second atom lies further
along the transport direction; in this case from left to right, otherwise, they are
coloured blue. The red arrows give components of the current in the direction of
the net current flow, thereby contributing to the current, whereas the blue arrows
give components in the opposite direction, thereby reducing the net current.

The local transmission for four molecules is shown in Fig. 3. These four
molecules fall into two classes: those with destructive interference effects dominat-
ing their transmission near the Fermi energy (cases (c) and (d)) and those without
(cases (a) and (b)).

3.1 Molecules Without Dominant Destructive Interference:
Cases (a) and (b) from Fig. 3

In terms of the local transmission, the behaviour molecules without dominant
destructive interference are reasonably simple. The transmission simply follows the
bonds over the whole energy range under investigation, with the transmission simply
dividing in two and recombining as it flows around a cyclic structure. These types
of systems constitute the class of molecules that have been most extensively studied
both theoretically and experimentally, and it is a useful result that the local transport
is so simple in these cases. As the transmission simply follows the bonds, we can
infer that modifications in the molecule that change the interaction through these
bonds or change the topology of the system will result in changes in the transport.
This is an intuitive and unsurprising result, but a result that is nonetheless useful to
see emerging from the local transport picture.

3.2 Molecules with Dominant Destructive Interference: Cases
(c) and (d) from Fig. 3

The local transmission characteristics of molecules with dominant destructive
interference are more complicated. The interference effects are present in the
m-system transport alone, and for that reason, we examine the local transmission
through the m-system. In this case, it is clear that through-space interactions also
play a significant role in the transport near interference features, with dominant
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Fig. 3 Left: The local transmission at the Fermi energy and total transmission as a function
of energy for two commonly studied molecules. In each case, the entire energy range of
the transmission plot is coloured red to indicate that the local transmission exhibits a single
characteristic domain over this range. The local transmission is typified by the plots shown above
at the Fermi energy (0.0eV on the relative energy scale used as indicated). Right: The local -
transmission contributions through two molecules exhibiting dominant destructive interference at
a selection of energies and the 7 transmission (dashed line) and total transmission (solid line) are
plotted across a large energy range below. Above each local transmission plot, the energy is given
(relative to the Fermi energy) as well as a 7 to indicate that this is only the local components
of the 7 transmission. The total transmission plot is shaded to indicate the various domains of
characteristic local transmission. The Fermi energy is indicated with a dashed vertical line, and
the red and blue vertical lines indicate the energies at which destructive interference features in the
7 system transport occur. Note the reversal of the ring currents around the interference features.
Reproduced with permission from [10]

components between nonbonded pairs. We also see the signature of the interference
effects in the local transmission, which manifests as transmission loops that reverse
direction on either side (with respect to energy) of the interference feature. In
these molecules, w-system transmission revealed the interference feature as a sharp
node, and the local transmission only provided additional verification. However, in
systems such as saturated molecules where symmetry cannot be used to separate
the component with dominant interference, the local transmission can be used to
confirm that a reduction in transmission is due to an interference effect [10].
Interference effects in conjugated molecules are a promising avenue for tun-
ing the transport properties of molecular junctions. The interference features
have been shown previously to be very sensitive to bias (both gate and source—
drain) and also to chemical substituents[1]. More recently, we have shown that
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Fig. 4 (a) The chemical structure (inset top), space-filling model (inset bottom) and transmission
for the 2cc system calculated using gDFTB. The total transmission (red) is plotted along with
the o (orange) and w (green) components. The 7 transmission exhibits two interference features
separated by approximately 1.6 eV. (b) The local r transmission either side of the two interference
features, showing the complex ring reversals of the coupled cross-conjugated units. (¢) A modified
Hiickel model for the molecule and its transmission (d) with first (solid)-, second (dashed)- and
third (dashed-dot)-nearest-neighbour interactions included. The large, symmetric splitting of the
interference features observed in the gDFTB calculations is only recovered when the very small
third-nearest-neighbour coupling elements were included. Reproduced from [8]

non-nearest-neighbour coupling elements can also result in a coupling between the
interference features[8] (as shown in Fig. 4) with the local transmission reflecting
the more complex nature of the unit responsible for the interference.

4 Going Beyond Bonds

In the molecules examined so far, there always existed a through-bond pathway
that could be utilised for transport; however, this will not always be the case in all
systems. In physisorbed molecules or complex supramolecular structures, it may
be necessary for through-space interactions to mediate transport, and in a complex
system (e.g. a protein) it may be that through-space pathways offer a lower barrier
and thus compete with through-bond pathways. As a first step to understanding how
through-space interactions mediate transport, we investigated the transport through
a series of molecules, designed to resemble cyclophanes minus the saturated tethers
that would normally hold the m-stacked components together[11], as shown in
Fig. 5. These molecules force the current to flow through a pathway dominated
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Fig. 5 (a) A series of thiol-substituted benzene systems (left) and the transmission through these
systems (right). The systems are all even alternant hydrocarbons and are marked with stars to show
when alike (low) or disjoint (high) coupling is expected. In each case, adjacent layers are coloured
differently for clarity. (b) The local transmission and total transmission through 2P in the case of
a fully eclipsed structure and a dislocated structure. In this case, the dislocation increases the total
transmission as it removes the interference effect and maximises the overlap between the positions
on each ring that are strongly coupled to the electrodes. Reprinted with permission from [11].
Copyright 2012 American Chemical Society

by through-space interactions across the stack, and by examining two families
(a pseudo-para series and a pseudo-meta series), we can see some of the influence
of chemical substitution.

The transmission through these molecules is shown in Fig. 5, illustrating how
a relatively simple series of molecules can exhibit complex trends in transport
behaviour. As the number of molecules in the stack increases, we see an alternation
between the case where the transport through the pseudo-para system is higher than
the pseudo-meta system (for 1 molecule and 3 molecules) and the reverse (for 2
molecules in the stack). In the case of the pseudo-para series, there is even a range
of energies where the transmission through the 3-molecule stack is higher than
that through the 2-molecule stack, which is very unusual for tunnelling through
an increasingly long system. The reason behind this behaviour is that destructive
interference effects come and go as the system size is increased. In the same way
that the transmission through a benzene ring can shift from high to low to high as
the substitution is varied from ortho to meta to para, the transmission can also go
from high to low to high as the stack size is increased.

The other interesting consequence of the interference that emerges the stacked
systems is that dislocation (shifting the structure away from the fully eclipsed
stack) can actually increase the transmission, as shown in Fig. 5b. In the dislocated
structure, the simple local transmission is a signature of the absence of interference.
While this result might seem counterintuitive at first, careful inspection of the
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structures illustrates why it occurs. In the dislocated structure, the positions in the
rings with maximal overlap are both strongly coupled to the electrodes, whereas in
the fully eclipsed case, sites that were strongly coupled to one electrode were in
close proximity to sites that were weakly coupled to the other.

S A Complex System

With this picture of transport pathways in molecules thus developed, we can apply
the local transport analysis to a complex system and investigate how we can
characterise the transport pathways that dominate. We consider a flexible molecule
with two conjugated units, bound to a gold surface and a conducting atomic force
microscope tip, shown in Fig. 6a, b. When the molecule is relaxed, it folds into a
m-stacked conformation, which is further stabilised by four hydrogen bonds. Using
molecular dynamics (full details given elsewhere [4]), a force was applied to the
molecule resulting in it stretching and unfolding while at the same time the current
was calculated.

As the molecule unfolds the transmission drops off significantly, as a con-
sequence of the favourable m-stacked pathway no longer being available. The
local transmission analysis was used in this instance to characterise the nature
of the pathways that dominate the transport over the unfolding process. Rather
than plotting the local transmission, or summing over a surface, a range of chem-
ically relevant interactions were considered, and the local transmission elements
contributing to those pathways were summed. The four situations considered are
illustrated in Fig. 6¢, namely, transmission across the stack as a whole, transmission
through the four hydrogen bonds, transmission through a single hydrogen bond
that is favoured just before the system unfolds and transmission through a single
hydrogen bond that is possible after the system unfolds. If the sum of these local
transmission elements was greater than 80% of the total transmission that geometry
was coloured. This analysis allowed us to demonstrate the role of these different
interactions in mediating the tunnelling current at various stages during the pulling
simulation. Of particular interest were the high levels of transport through the
single hydrogen bond that dominates transport in the unfolded conformations.
These conformations dominated the high transmission region of the unfolded
conformation and significantly reduced the “on/off” ratio that could be expected
between the folded and unfolded conformations. This result provides an important
feedback for molecular design, a single change in a substituent could result in a
molecule that could form three hydrogen bonds to stabilise the stacked structure, but
that was unable to form this hydrogen bond in the unfolded state, thereby improving
the “on/off™ ratio significantly.
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Fig. 6 (a) Schematic of a single-molecule pulling/molecular electronics setup. In it, a molecule
is attached to a metallic surface and a conducting AFM tip. The distance between the surface
and the cantilever (L) is controlled, a voltage is applied across the junction and the resulting
current measured. (b) The molecule considered. (¢) Conformational signatures in the transport
properties. The figure highlights geometries where the absolute value of the local contribution to
the transmission coming from a particular transport mode is at least 80% of the total gDFTB
transmission. The insets specify the different modes of transport considered. Reprinted with
permission from [4]. Copyright 2012 American Chemical Society

6 Conclusions

We have illustrated here some of the ways in which a local transport description can
be used to characterise the interactions within a molecule that mediate a tunnelling
ge from this picture are unsurprising,
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for example, that current flows through bonds in systems without dominant destruc-
tive interference; however, some of the results are less obvious. We have shown
that interference features can be characterised by ring-current reversal, coupling
of interference features can be seen in increased complexity in the local currents,
and the nature of the interactions that dominate transport in complex systems can
be identified using local transmission analysis. This method is not the only tool
available for analysing the transmission through molecules, and as more tools are
developed, so too will the richness of the picture we have of molecular transport
develop.

Acknowledgements The research leading to these results has received funding from the European
Research Council under the European Union’s Seventh Framework Programme (FP7/2007-2013)/
ERC Grant agreement no 258806 and The Danish Council for Independent Research | Natural
Sciences.

References

—

. Andrews, D.Q., Solomon, G.C., Van Duyne, R.P., Ratner, M.A.: Single molecule electronics:
increasing dynamic range and switching speed using cross-conjugated species. J. Am. Chem.
Soc. 130(51), 17,309-17,319 (2008)

2. Bilic, A., Reimers, J.R., Hush, N.S.: The structure, energetics, and nature of the chemical
bonding of phenylthiol adsorbed on the au(111) surface: implications for density-functional
calculations of molecular-electronic conduction. J. Chem. Phys. 122(9), 094, 708-15 (2005)

3. Elstner, M., Porezag, D., Jugnickel, G., Elsner, J., Haugk, M., Frauenheim, T., Suhai, S.,
Seifert, G.: Self-consistent-charge density-functional tight-binding method for simulations of
complex materials properties. Phys. Rev. B 58, 72607268 (1998)

4. Franco, 1., George, C.B., Solomon, G.C., Schatz, G.C., Ratner, M.A.: Mechanically activated
molecular switch through single-molecule pulling. J. Am. Chem. Soc. 133(7), 2242-2249
(2011)

5. Pecchia, A., Di Carlo, A.: Atomistic theory of transport in organic and inorganic nanostruc-
tures. Rep. Prog. Phys. 67(8), 1497-1561 (2004). 0034-4885

6. Porezag, D., Frauenheim, T., Kohler, T., Seifert, G., Kaschner, R.: Construction of tight-
binding-like potentials on the basis of density-functional theory: application to carbon. Phys.
Rev. B 51, 12,947-12,957 (1995)

7. Shao, Y., Molnar, L.F, Jung, Y., Kussmann, J., Ochsenfeld, C., Brown, S.T., Gilbert,
A.T.B., Slipchenko, L.V., Levchenko, S.V., O’Neill, D.P, Jr, R.A.D., Lochan, R.C., Wang,
T., Beran, G.J.O., Besley, N.A., Herbert, J.M., Lin, C.Y., Voorhis, T.V., Chien, S.H., Sodt,
A., Steele, R.P,, Rassolov, V.A., Maslen, PE., Korambath, P.P., Adamson, R.D., Austin, B.,
Baker, J., Byrd, E.E.C., Dachsel, H., Doerksen, R.J., Dreuw, A., Dunietz, B.D., Dutoi, A.D.,
Furlani, T.R., Gwaltney, S.R., Heyden, A., Hirata, S., Hsu, C.P., Kedziora, G., Khalliulin, R.Z.,
Klunzinger, P, Lee, A.M., Lee, M.S., Liang, W., Lotan, 1., Nair, N., Peters, B., Proynov,
E.I., Pieniazek, P.A., Rhee, Y.M., Ritchie, J., Rosta, E., Sherrill, C.D., Simmonett, A.C.,
Subotnik, J.E., Lii, HL.W., Zhang, W., Bell, A.T., Chakraborty, A.K.: Advances in methods
and algorithms in a modern quantum chemistry program package. Phys. Chem. Chem. Phys.
8(27), 3172-3191 (2006). 10.1039/b517914a

8. Solomon, G.C., Bergfield, J.P, Stafford, C.A., Ratner, M.A.: When small terms matter: coupled

interference features in the transport properties of cross-conjugated molecules. Beilstein J.

Nanotechnol. 2, 862-871 (2011)



Mapping Electron Transport Pathways in Complex Systems 53

9. Solomon, G.C., Gagliardi, A., Pecchia, A., Frauenheim, T., Di Carlo, A., Reimers, J.R.,
Hush, N.S.: The symmetry of single-molecule conduction. J. Chem. Phys. 125(18), 184, 702-5
(2006)

10. Solomon, G.C., Herrmann, C., Hansen, T., Mujica, V., Ratner, M.A.: Exploring local currents
in molecular junctions. Nat. Chem. 2(3), 223-228 (2010). 1755-4330 10.1038/nchem.546
10.1038/nchem.546

11. Solomon, G.C., Herrmann, C., Vura-Weis, J., Wasielewski, M.R., Ratner, M.A.: The
chameleonic nature of electron transport through —stacked systems. J. Am. Chem. Soc.
132(23), 7887-7889 (2010)

12. Todorov, T.N.: Tight-binding simulation of current-carrying nanostructures. J. Phys. Condens.
Matter 14(11), 3049-3084 (2002). 0953-8984




Switching Mechanisms for Single-Molecule
Logic Gates

C. Toher, F. Moresco, and G. Cuniberti

Abstract Single-molecule logic gates have the potential to fundamentally revo-
lutionize computer architecture. However, performing any type of logic function
within a single molecule requires using external inputs to modify one or more
of the intrinsic properties of the molecule, such as its geometrical conformation,
electronic structure, or spin configuration. In this chapter, we will discuss the variety
of different physical mechanisms which have been proposed to induce and control
such changes, ranging from applied potential bias and electric fields to chemical
interactions to mechanical pressure, focusing in particular on their suitability for
use in single-molecule logic circuitry.

1 Introduction

Architectures based on single-molecule logic gates have the potential to revolu-
tionize computer science, leading to smaller, faster, cheaper, more energy-efficient
computer circuitry [1-10]. However, performing any type of computational proce-
dure within a single molecule requires using external inputs to modify one or more
of the intrinsic properties of the molecule, such as its geometrical conformation,
electronic structure, or spin configuration. Several different physical mechanisms
have been proposed to induce such changes, ranging from applied potential bias and
electric fields to chemical interactions to mechanical pressure [11]. In this chapter,
we will discuss such mechanisms, focusing in particular on their suitability for use
in single-molecule logic circuitry and on some of the solutions which have been
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developed to the various problems which come up in trying to create functioning
examples of such devices.

Progress in conventional semiconductor electronics at the logic gate level has
run into a wall in recent years and is failing to keep up with Moore’s law. The
primary reason for this is power consumption and the resulting heat dissipation
problems. This is due to the fact that as transistors become smaller and gate
dielectrics become thinner, quantum tunneling of charge carriers becomes a sig-
nificant contributor to the current, even when the component is in the “off” state,
resulting in leakage currents and thus energy wastage. As well as the obvious
economic and environmental problems, this increased energy usage in a shrinking
volume results in overheating of the computer chip, shortening its lifespan. Another
current performance bottleneck in computational operations is transferring data
from memory to the processor in order to perform operations on. Indeed, for simple
operations, it can often take longer to retrieve data from memory than it takes to
perform the operation itself.

Solutions to this problem which are currently being implemented include the
use of multi-core processors and parallel programming and the used of specialized
power-efficient accelerators to perform specific functions, such as graphical pro-
cessing units (GPUs). Other suggestions include incorporating a certain amount of
processing capability into memory to perform simple operations, such as sorting
numbers, or to use transistors to turn off entire sections of the processor which are
not currently in use. The use of advanced materials with high thermal conductivity
such as fullerenes to act as heat sinks has also been investigated [12]. However,
these methods are primarily work-arounds and do not address the fundamental long-
term problems which need to be overcome in order to achieve significantly higher
computational performance. In order to do this, new computational paradigms need
to be investigated, such as single-molecule logic gates.

A logic gate functions by comparing the values of one or more inputs and
then producing an appropriate output for these values. Therefore, for any device
to function as a logic gate, it must be able to produce a readable output which
is determined by a property which can be modified in a predictable way by the
values of external inputs. In logic gates based on conventional electronic circuits, the
inputs and outputs are voltage levels, and the modifiable property is its conductance.
For single molecules, there are a wide range of intrinsic properties which can
be modified and several different physical mechanisms which can be used to
modify them and thus be used as external inputs. However, when a single-molecule
logic gate is intended to function as part of a larger circuit to perform complex
computational operations, certain constraints must be considered as to which types
of mechanisms are suitable for use. In particular, it must be possible to produce and
control the values of the inputs within nanoscale circuits. Additionally, for single-
molecule logic gates to be connected together in sequence to produce computer
circuits, the output of the logic gate should ideally be of the same form as the inputs,
or at least transformable into the same form at the nanoscale.
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2 Switching Mechanisms

Intrinsic properties of molecules which can be altered using controllable external
inputs include its geometrical conformation, its charge state, its electronic structure,
its spin configuration, and even its chemical makeup. In addition to the intrinsic
geometry of the molecule itself, the entire position of the molecule, and thus,
its bonding to the electrodes can also be changed. These properties are also
interdependent, as a change in the charge state or geometry of a molecule can have a
significant impact on its electronic structure. Several different physical mechanisms
can be used to induce changes in these properties, including electric fields and
applied bias, magnetic fields, light, vibrational heating due to inelastic scattering
of tunneling electrons, mechanical pressure and strain, temperature, and chemical
interactions. It is often possible to control these properties using more than one
of these mechanisms. For example, conformational changes in the geometry can
be induced by light, electric fields, vibrational heating due to inelastic scattering
of electrons, pressure, etc. In this section, we will discuss examples of each type
of mechanism, illustrating the types of molecular properties, which they can be
used to control, and examining their advantages and disadvantages for use in the
implementation of single-molecule logic gates.

2.1 Current-Induced Switching

One of the first examples of a switch at the single-atom or molecule level was
constructed by Eigler et al. [13] using a scanning tunneling microscope (STM)
[14, 15], where a Xe atom was found to jump between a Ni substrate and a
STM tip when a voltage of 0.8V was applied, resulting in a change of the
conductance. This switching behavior was shown to be due to be current driven,
specifically due to vibrational heating of the adsorbate by the inelastic scattering
of tunneling electrons [16]. The electrons progressively excite vibrational modes of
the adsorbate, supplying it with enough energy to overcome the potential barrier
between the substrate and the tip. The switching rate for this mechanism was
found to have a power law dependence on the voltage, where the exponent was the
number of vibrational levels which needed to be excited to overcome the potential
barrier. This mechanism was also used to induce the switching of Ag adatoms
between different adsorption sites on Ag(111) [17] and to induce conformational
changes in a PTCDA molecule so that it switched in and out of contact with
a STM tip [18]. Tikhodeev et al. [19] combined the concept of the progressive
excitation of vibrational levels with tunneling to formulate the vibrational assisted
tunneling model. In this mechanism, the successive excitation of the adsorbate is
combined with the fact that the barrier height and width reduces near the top of the
potential well. This mechanism was used to describe the hydrogen-bond exchange
in water dimers on Cu(110) observed by Kumagai et al. [20]. The vibrational heating
mechanism is described in more detail'in the chapter by Brumme et al. [3].
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a b

Fig. 1 Hydrogen tautomerization in a phthalocyanine molecule. The two H atoms in the center
move so that they are attached to different N atoms, effectively rotating the structure of the
molecule by 90°, thus changing the conductance properties of the different ligands. Color code:
C =black, N = orange, H = blue

The inelastic scattering of a single electron can also be used to induce confor-
mation changes in molecules for situations where the energy barrier is low or the
applied bias is sufficiently high. As it takes only one electron to induce a switching
event, the switching rate will be directly proportional to the number of electrons
passing through the molecule and so will depend linearly on the current. Single-
electron inelastic scattering has been used to induce conformational changes in
an azobenzene derivative on Au(111) [21] at a bias of 650mV, with the reverse
isomerization at biases of less than 640 mV and in dibenzo[a,h]thianthrene (DBTH)
on a NaCl thin film on Cu(111) [22]. The energy barrier for the two naphthalene
side units to switch with respect to the S atoms so they went from pointing down
to the substrate to pointing upward was calculated with DFT to be 200 meV.
Single-electron processes have also been used to drive hydrogen tautomerization in
naphthalocyanine molecules [23] and tetraphenyl-porphyrin molecules [24] using
STM, where the two H atoms in the center of the molecule switched between
the central N atoms with a frequency which depended linearly on the current, as
demonstrated for the phthalocyanine molecule shown in Fig. 1. This mechanism
has also been used to form and break chemical bonds, such as the formation
bond between PVBA molecules and Cu adatoms on a Cu(111) substrate to form
Cu(PVBA), complexes [25] or for the sequential dehydrogenation of Co-salen
complexes using STM [26].

2.2 Charge-Induced Switching

The total charge on an atom or molecule can be altered using electric fields, either
in the form of a bias applied across the molecule or by a gate field. However, unless
the atom or molecule is somehow decoupled from the electrodes, the electron will
tunnel back into the electrodes, and the molecule will revert to its original charge
state. This decoupling can be done by growing a thin insulating film on top of the
electrodes or by adding nonconjugated spacer groups to the ends of the molecule.
Theinsulating filmmethod:wasusediby:Repp et al. [27] and Olsson et al. [28], where
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a NaCl film was used to separate Au or Ag atoms from the underlying Cu substrate.
For the Au atoms [27], a voltage pulse was used to induce a negative charge on the
atom, and both the charged and neutral states of the atom appeared to be stable,
apparently due to their occupation of different binding sites. Similarly for the Ag
atoms [28], a voltage pulse of 1.3 V was used to switch between neutral (Ag°),
positively charged (Ag™), and negatively charged states (Ag~). These different
charge states were stabilized by changing the binding site from a bridge site to a top
site. A similar dependency between binding site and charge state was observed for
a monolayer made up of the electron acceptor tetracyanoquinodimethane (TCNQ)
and the electron donor tetramethyltetrathiafulvalene (TMTTF) [29] . In this case, the
TCNQ molecules in one row displayed a Kondo resonance at low bias, indicating
that they had a singly occupied molecular orbital and thus had a net electric charge,
whereas the other type displayed no Kondo peak and was charge neutral. It was
possible to switch between the two charge states by applying a bias across the
molecule. Different molecular charge states can also be stabilized by conformational
changes in the molecule, as observed for bisdibenzoylmethanato-copper (Cu(dbm),)
on an insulating NaCl thin film on Cu(111) [30]. This molecule could be charged
and discharged by applying a bias of +2 V and —2 V, respectively, changing
the molecule geometry between square planar and tetrahedral. This change in
conformation and charge state shifted the molecular orbitals upward in energy,
resulting in a hysteresis in the I-V. Conductance hysteresis was also observed for
magnesium porphyrin (MgP) on a thin film of alumina on NiAl(110) [31]. An
electron could be injected or removed by applying a bias of 0.85V and —1.2 V,
respectively, and measurements of the effective barrier height suggested an ionic
relaxation in the alumina film stabilized the charge states.

The charge state on a molecule can also be controlled using gate electric fields
applied orthogonal to the transport direction. The gate field adjusts the energies of
the molecular orbitals relative to the chemical potentials of the electrodes, allowing
the molecule to charge and discharge. However, unless this is combined with
conformational changes to stabilize the different charge states, the charge state of the
molecule is usually dependent on the presence of this gate field, and thus there is no
hysteresis in the I-V curve. Gate potentials can be generated for molecular junction
using electrochemical gating where the device is in a solution, or by fabricating
the junction on top of a gate electrode. Cyclic voltammetry was used to investigate
redox interactions in Fe-protoporphyrin (FePP) [32] and a complex consisting of a
Co ion bonded to polypyridyl ligands [33]. A redox peak was observed in the cyclic
voltammogram at —0.48 V for FePP, whereas no such peak was observed for PP
[32], while a redox peak was observed for the Co complex at 0.25 V corresponding
to the transition between the Co?+ and Co®+ states. A STM molecular junction was
used to measure the conductance of a mercaptohexyl-bipyridine-hexanethiol-iodide
molecule with a viologen redox center in the presence of electrochemical gating
[34]. An increase in the conductivity was observed between —0.2 V and —0.6 V,
which was associated with the reduction of the viologen group from a 2+ state to
a radical 14 state. For PTCDI molecules, a small hysteresis was observed when
sweeping the gate voltage [35]ywhich'was attributed to a structural reorganization
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of the molecules which stabilized the different charge states. Three different charge
states were observed in tetrathiafulvalenes (TTFs) on an ITO substrate[36]. The
charge state of the molecule was switched from neutral to cation to dication using an
electrochemical gate at voltages of 0.74 V and 1.30 V, respectively. AuPd electrodes
formed by electromigration on top of an Al/Al,O3; gate electrode were used to
investigate the electron transport and addition energies for the different charge states
of a thiol end-capped oligophenylenevinylene molecule (OPV-5) [37, 38] . The
charge state of the molecule was controlled using the gate electrode, and Kondo
resonances were observed for odd numbers of electrons.

Recently, a single-atom transistor was fabricated by Fuechsle et al. [39] using
STM and hydrogen resist lithography. Source, drain, and two gate electrodes were
fabricated by heavily doping the Si substrate with P atoms, and then a single P atom
was implanted in the center. The gate field was then used to control the charge and
conductance of the P atom.

2.3 Electric Field-Induced Conformational Changes

As well as inducing changes in the charge state, electric fields can be used to
directly change the conformation of a molecule. This was observed using STM for
Zn(II) etioporphyrin (ZnEtio) on NiAl(110) [40]. The molecule switched between
two different conformations, from a saddle shape to a clover shape at 1.35 V, and
then back to the saddle shape at —1.38 V. The two different conformations had
different conductivities, so that the I-V curve displayed hysteresis. The magnitude
of the negative bias required to switch from the clover shape to the saddle shape
depended linearly on the tip height, indicating that this was an electric field effect,
whereas the switching from the saddle shape to the clover shape was driven by
inelastic electron tunneling. Electric field driven conformational changes were also
observed using STM for an azobenzene derivative on Au(111) [41]. The cis to
trans isomerization in the azobenzene molecule could be induced by an applied
voltage, even for very large tip heights where there would be no current, indicating
that this was an electric field effect. A more complex version of this mechanism
was observed for Si adatoms contained in dimeric chlorododecane corrals on a
Si(111) substrate [42]. Changes in the configuration of the pair of dipolar molecules
forming the corral resulted in changes to the local electric field on the adatom,
which in turn resulted in changes in its conductance. Switching and I-V hysteresis
were induced in bipyridyl-dinitro oligophenylene-ethynylene dithiol (BPDN-DT)
molecules [43] in a mechanically controllable break junction setup. This hysteresis
was not observed for reference bipyridyl oligophenylene-ethynylene dithiol (BP-
DT) molecules, which have the nitro groups removed. DFT calculations indicated
that this change was due to the interaction between the applied electric field and
the electric dipole moment of the BPDN-DT molecule [44], which was of the
order of 3.0 Debye. This interaction caused a change in the conformation of the
moleculeyalteringits conductanceandinducing hysteresis in the I-V characteristics.
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An electrochemical potential was used to alter the contact between a specially
synthesized cruciform molecular structure and the electrodes [45]. The molecule
consisted of an oligophenylenevinylene and an oligophenyleneethynyl molecule
connected at the center in a cruciform structure. The electrochemical potential
changed the orientation of the entire molecule, so that the pyridine groups were
shifted in and out of contact with the electrodes.

2.4 Mechanically Induced Conformational Changes

The conformation of a molecule can also be changed using direct mechanical
manipulation, such as with a STM tip or by stretching a mechanically controlled
break junction. This was demonstrated by Moresco et al. [46], who used an STM
tip to manipulate the orientation of the “legs” of Cu-tetra-3,5 di-tert-butyl-phenyl
porphyrin (Cu-TBPP) molecules deposited on Cu(211). The conductance of the
molecule where one of the legs is rotated was found to be higher than the flat
molecule by approximately one order of magnitude. By performing lateral manipu-
lation on this molecule using the STM tip, the molecule can be reversibly switched
between the two configurations. The energy required for this switching procedure
was determined using AFM measurements and molecular mechanics calculations
to be of the order of 47zJ and 83zJ, respectively [47]. Mechanically controlled
break junctions were used to investigate strain-induced conformational changes in
hexanedithiol [48]. Two different peaks were observed in the conductance histogram
obtained while repeatedly opening and closing the junction, which were due to the
molecule switching between the trans and gauche conformations. The conductance
of the trans conformation was approximately one order of magnitude higher because
the current carrying orbitals are delocalized across the molecule. The use of a
graphene sheet to apply strain to a magnetic molecule was investigated using DFT
calculations with LSDA+U [49]. A Fe-porphyrin (FeP) molecule was placed on a
graphene divacancy defect site, and the magnetic state of this molecule could be
switched between S =2 and S =4 by the application of tensile and compressive
strain. Applying tensile and compressive strain to a molecular junction can also
alter the interaction between the molecule and the electrodes, which can change
the conductance [50]. By stretching and compressing the junction formed by a
bipyridine molecule bridging gold electrodes, the orientation of the molecule to the
surfaces, and thus the coupling between the conducting LUMO and the electrodes
could be altered. This resulting in the conductance switching between values of
1.6 x 107*Gy and 6 x 107*G.

2.5 Atomic Contact-Induced Switching

As well as directly manipulating the position or structure of the atom or molecule
itself;rtherpropertiesrof rarsingle=molecule device can be altered by moving other
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atoms into contact with it. This is typically done using a STM tip to manipulate
adatoms on a substrate so that they come into contact and form chemical bonds
with an adsorbed molecule. One of the first studies on the interaction of single
atoms with individual molecules was on the formation of chemical bonds between
Fe atoms and CO molecules on the Ag(110) substrate using STM [51]. This was
followed by Nazin et al. [52] attaching chains of Au atoms to Cu-phthalocyanine
(CuPc) molecules on a NiAl(110) substrate. These chains of atoms have the effect
of shifting the lowest unoccupied CuPc orbital to lower energies, thus increasing
the low bias conductance. Similar results were obtained by Yamachika et al. [53]
who moved K atoms into contact with Cgy molecules on a Ag(001) surface using
a STM tip. This resulted in the K atoms transferring up to 0.6 electrons to the Cg
molecule, and the lowest unoccupied orbitals of the Cgy molecule shifted down in
energy with each additional K atom that was moved into contact with it. A more
complex interaction was described by Wegner et al. [54], who moved V atoms
into contact with tetracyanoethylene (TCNE) on a Ag(100) substrate, resulting in
a ferromagnetic coupling between the V atoms. By changing the arrangement of the
TCNE molecule and the two V atoms, the Kondo effect could be switched on and
off, resulting in significant changes in the low bias conductance. Investigations were
performed on a thin film of NaCl on a Cu substrate involving moving Au atoms
into contact with pentacene [55] and PTCDA [56]. For pentacene, the chemical
bond was formed and broken through inelastic electron tunneling, while the Au-
PTCDA complex was formed by using and applied bias of 1.5 V to remove one of
the electrons from the negatively charge separate Au atom and PTCDA molecule.
Again on the insulating NaCl substrate, Liljeroth et al. [57] used an STM to form
complexes of dicyanoanthracene (DCA) molecules with Fe and Ni atoms. The metal
atom strongly affected the spin state of the DCA molecules and the spatial symmetry
of the molecular orbitals.

Localized molecular orbitals were individually successfully manipulated by
using a STM tip to move single Cu atoms into contact with the terpyridine side
groups of bis-terpyridine tetraphenyl ethylene (BTP-TPE) molecules on a Cu(111)
substrate [58]. When a Cu atom was attached to only one end of the molecule,
significant differences were observed in the STS measurements recorded at different
ends of the molecule. The positioning of Au atoms with respect to two of the
ends of a trinaphthylene molecule was used to produce a NOR logic gate [9]. The
trinaphthylene molecule consists of three branches and was deposited on Au(111).
Moving Au atoms into and out of contact with the ends of two of the branches
altered the Rabi-like oscillation frequency. This could be detected by positioning
the STM tip over the apex of the third branch of the molecule and measuring the
tunneling current, which is proportional to the square of this oscillation frequency.
This produced a NOR gate, so that a high tunneling current, corresponding to a
logical ““1”, was obtained when both Au atoms were out of contact with the molecule
(corresponding to logical “0” on the inputs), and a much lower tunneling current was
observed when one or both Au atoms were in contact with the molecule.
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Fig. 2 The azobenzene
molecule can switch between
(a) cis and (b) trans
conformations, which have
different conductance
properties. Color code:

C =black, N = orange,

H =blue

Y

2.6 Light-Induced Switching

Electromagnetic radiation, typically in the ultraviolet part of the spectrum, can also
be used to change the conformation and conductivity of molecular devices. One of
the most commonly used light-activated molecular switches is azobenzene, which
exists in cis and trans conformations, as shown in Fig. 2. DFT-based electronic
transport calculations for molecular junctions formed from azobenzene molecules
show different conductances for the two conformations [59—62], demonstrating that
this molecule could operate as an electrical switch. Examples of other molecules
which can operate as light-activated switches include diarylethene [63], carboxy-
benzylideneaniline (CBA) [64], and molecular dyads consisting of a porphyrin
chromophore and a C60 electron acceptor [65].

However, in order to use such molecules in devices, they first need to be
attached to electrodes, and the interaction between the molecule and metal substrates
can interfere with the switching process. This is due primarily to the shortened
lifetimes of the photoexcited electrons, which tend to transfer from the excited
state into the metallic substrate. To overcome this, methods to isolate the optically
active part of the molecules from the substrate are used. For example, ligands
are added to azobenzene molecules to form derivatives such as tetra-terz-butyl-
azobenzene (TBA) [66, 67]. Another method is to trap the azobenzene derivatives
in a physisorption well [68] so that it does not form a chemical bond with the
substrate. Adding a thin insulating film, for example, a NaCl bilayer, on top of the
metal electrode can isolate the molecule electronically from the metal electrode,
thus allowing optically activated switching to take place [69].

There are several significant obstacles to using light-induced switching in logic
circuits, however. Firstly, the experiments described above involved illuminating the
entire substrate, whereas selectively illuminating a single molecule in a logic circuit
would be much more difficult. Also, repeated exposure to ultraviolet light tends to
degrade the molecule with time [63]. Nevertheless, light-induced switching could
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have important applications for sensors, energy harvesting, communications, and
data transfer. These experiments also demonstrate the importance of controlling the
strength of the coupling with the metallic electrodes, as this interaction can interfere
with the switching process.

2.7 Thermally Induced Switching

In several of the light-induced molecular switching measurements above, the
switching process could be reversed by thermal annealing [64, 66]. There are also
examples of molecular switches where the switching could only be induced by
thermal isomerization, such as di-tert-butyl-(di-tert-butylbenzylidene)aniline (TBI)
[70] and oligophenylenevinylene derivative (OPV3) [71]. However, it is difficult to
selectively apply heat to individual molecule, so thermal switching is probably not
very suitable as a basis for single-molecule logic.

2.8 Magnetic Molecules

Molecules with magnetic centers offer another degree of freedom which is sus-
ceptible to external manipulation: electron spin. There are two main types of
switching effects in such molecules: either the net spin on the magnetic center is
changed (spin crossover) or the magnetic interaction between different magnetic
atoms is changed so that the overall magnetic moment of the molecule is changed.
The spin-crossover effect can be induced on a single magnetic center using a
number of physical mechanisms [72—74], including temperature, pressure, light, and
applied electric fields, and examples of each are discussed in detail below. Single-
molecule magnets consist of several transition metal atoms embedded in an organic
framework. One commonly used family of single-molecule magnets are the Mn,,
complexes. Another type are based on Fes complexes, as investigated by Mannini
et al. [75] on Au(111) using XMCD and STM, with applied magnetic fields of up
to 3 T. The molecules consisted of 4 Fe(IIl) ions attached to 2-hydroxymethyl-
1,3-propanediol ligands, and they exhibited magnetic hysteresis at 0.5 K but only
showed paramagnetic behavior at 1.0 K.

The spin-crossover effect can be induced by a variety of different phenomena,
including temperature, pressure, etc. From the point of view of single-molecule
logic gates, the most interesting effect is the electrostatic spin-crossover effect,
where the application of an external electric field changes the lowest energy spin
configuration of the molecule. This works because the different spin configurations
have either different permanent dipole moments or different polarizabilities. An
example of an electrostatic spin crossover for a molecule with a permanent
dipole moment was demonstrated by Baadji et al. [76] using a cobaltocene dimer
(diCo)rwithvasmethoxy grouprattached”DFT calculations using the hybrid B3LYP
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functional indicated the interaction between the two Co atoms should switch from
antiferromagnetic to ferromagnetic upon the application of an electric field in
excess of 1.5V nm™!. A similar ferromagnetic to antiferromagnetic transition was
observed by Hao et al. [77] for the single-molecule magnet Fe,(acpypentO)(NCO);
for an applied bias in the range of 0.4 V. The spin-crossover effect can also
be observed in molecules which do not have a permanent dipole moment if the
polarizabilities for the different spin states are different, as shown by Diefenbach
et al. [78].

3 Conclusion

In this work, we have outlined many of the different switching mechanisms which
can be used to alter the properties of a molecule and thus allow it to function as
a logic device. However, not all of these mechanisms are suitable for use in logic
circuits. Some of these mechanisms can degrade the molecules, or are suppressed by
the interaction with a substrate. Other mechanisms are difficult to apply selectively
to a single molecule, or are such that the output is in a different form than the input,
complicating the linking together of several molecules to form a circuit.

One problem which is often encountered is that the switching properties of a
molecule can be strongly affected by the interaction with metallic electrodes. This
can be due, for example, to the shortening of the lifetime of an electron-hole pair
required to activate the switching process. However, this problem can be overcome
by attaching additional ligands to the molecule so as to electronically decouple it
from the substrate.

Another limitation for practical commercial devices is that they should ideally
be able to operate at ambient temperatures, as a requirement for sophisticated
cooling would eliminate many of the cost and size advantages over conventional
semiconductor electronics, although they may have applications for specialized very
high performance devices.

For logic circuits, it is important that the output of one gate can be used as the
input of another gate, to allow the performance of complex operations requiring
multiple logic gates working in series. However, for the majority of the switching
mechanisms described above, the input is a different property to the output, such as
a photon inducing a change in the conductivity. Devices based on such mechanisms
would require another conversion stage in order to work in logic circuits. For
example, one could imagine using an electric current to move atoms in and out
of contact with a molecule, changing its conductivity and thus providing another
electric current, etc. However, this adds an extra level of complexity, reducing the
speed of the logic operations and thus sacrificing some of the advantages over
conventional semiconductor electronics. Such devices do however have a wide
variety of very important applications including communications, sensors, energy
harvesting, and interfaces to biological systems. They could even have important
applicationsinradvanced computational'architectures: for example, light-activated
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molecular switches could be very useful in data transfer applications, where
information is converted into an optical form for transmission over relatively large
distances (e.g., between the hard drive and the CPU). Nevertheless, devices based on
such mechanisms are probably not very suitable for use as components in complex
computer logic circuitry.

Therefore, the most promising molecules for use as logic gates are those in which
both the input and output of the switching process are in the same form. From a
practical point of view, this implies that the switching mechanism inputs should be
electrical, that is, a finite bias, electric field, or current, and the output should be the
same, that is, a change in the electronic conductance of the molecule. Devices which
show hysteresis can also be used as memory elements, allowing for the combination
of memory and logic functions within one circuit. Therefore, efforts to create single-
molecule logic gates should probably focus on molecules which can be controlled
using electrical inputs.
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Abstract Self-assembled monolayers (SAMs) based on polychlorotrimethylphenyl
(PTM) radicals have been prepared on different substrates showing great potential
as platforms for the fabrication of molecular electronic devices. It is demonstrated
that the intrinsic electrical, optical, and magnetic properties of these molecules can
be used to prepare highly robust molecular switches.

1 Introduction

The increasing interest in miniaturizing electronic devices to achieve denser circuits
is hindered by the growing limitations that current metal-oxide—semiconductor
(CMOS) technology faces upon further device downscaling. The utilization of
molecules as active components is an appealing alternative, and immobilization of
these molecules on surfaces is compulsory for this purpose [1]. Preparation of self-
assembled monolayers (SAMs) [2] of functional molecules that serve as or are part
of an active device layer is an extensively used approach in molecular electronics
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since it provides an easy route towards the immobilization of organic molecules con-
taining grafting groups (i.e., —-SH, —CN, —COOH, —NHj, silanes, etc.) on selected
metallic (Au, Ag, Pd, Pt, Hg, and HOPG) as well as semiconducting (Si, GaAs,
indium tin oxide (ITO), etc.) surfaces [3,4]. Over the last few years, a vast amount
of research has been devoted to the fabrication and study of metal/molecule/metal
junctions, based on either single molecules or SAMs coupled between two noble-
metal electrodes, thus leading to well-defined molecular junctions, in which the
transport through the layer is investigated [5—7]. In addition to that, if the grafted
molecules are bistable systems, stimuli-responsive surfaces, also known as smart
surfaces [8], can be prepared, which have potential applications in data storage,
(bio)sensors, and (opto)electronic devices [9, 10]. These organic-based materials
would also exhibit other interesting characteristics such as chemical versatility to
tune the desired properties.

In this chapter, we report on the potential of SAMs based on polychloro-
trimethylphenyl (PTM) radicals as suitable platforms for developing memory
devices. PTM radicals are chemically and thermally persistent due to the fact that
their open-shell centers are shielded by six bulky chlorine atoms [11]. In addition,
they are bistable thanks to their electroactive character, as they can be easily and
reversibly reduced to the carbanion form [12]. Importantly, it has been demonstrated
that the intrinsic optical and magnetic properties of these radicals are preserved once
immobilized on different substrates such as silicon oxide, quartz, and gold [13-15].
In such systems, the electrical properties have been exploited to characterize the
SAMs and to trigger the surface properties.

2 Experiment and Results

2.1 Electrical Output from PTM SAMs

Since Aviram and Ratner’s prediction in 1974 that a single molecule could behave
as a rectifier [16], scientists from a variety of disciplines have been engaged in
pursuing the understanding of transport mechanisms at the molecular level. There
are three main critical factors that influence and could determine the conductivity
in these junctions: the energy levels of the molecules relative to the Fermi levels
of the contacts, the nature of the metal/molecule contacts, and the molecular
and electronic structures of the molecule(s). Unfortunately, other aspects, such as
sample preparation and measuring/characterization techniques, lack of good film
quality, or uncontrolled details on the electrical contacts, can have a strong effect
on the resulting transport measurements and might be at the origin of some non-
reconciled results. An elegant way to circumvent these drawbacks and minimize
the dependence of the results on the experimental boundary conditions is to rely
on comparative transport measurements, in which individual molecular parameters
are modified, rather than on absolute measurements. With this aim, the transport
properties of two SAMs based on the radical (open-shell) and the closed-shell
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form of a PTM derivative (SAM S1(rad) and S1(«H), respectively) on gold
were compared [15]. These two systems give rise to SAMs with no significant
structural molecular variations, but with extremely different electronic structures.
Transport measurements were performed by means of scanning force microscopy
technique (SFM) and applying the so-called 3D modes [17]. This mode allows
the simultaneous measurement of the normal force (F,) and the electronic current
(1) flowing between tip and surface as a function of the bias voltage (V') during
a programmed tip—sample approaching determined by the piezo displacement (z).
By combining the information extracted from the simultaneously acquired F,(V, z)
and /(V, z) images, the -V characteristics at different applied loads and different
tip—surface distances can be obtained. In such a way, it was possible to establish
a comparison between conductivity measured for the same applied force on the
different SAMs. The preparation of the PTM SAMs on Au(l111) was achieved
following a two-step strategy (Fig. 1). The gold substrate was first functionalized
using 4-aminothiophenol (4-ATP), leading to an amino-terminated SAM that was
used as a coupling layer to immobilize the PTM derivatives. In a second step, PTM
derivatives functionalized with an acid chloride group were employed, since they
react with the amino-terminated layer forming an amide group. The same strategy
was followed for the PTM radical and non-radical (aH) leading to SAMs S1(rad)
and S1(«H), respectively.

Diverse surface characterization techniques (X-ray photoelectron spectroscopy
and water contact angle) demonstrated the successful formation of the SAMs.
Importantly, cyclic voltammetry (CV) experiments using the functionalized gold
surfaces as working electrodes showed that no-redox process takes place for the
4-ATP-SAM and SAM S1(«H) in the applied voltage range, as otherwise expected
since they are not electroactive species. On the other hand, when the SAM S1(rad)
was used, the CV revealed a redox wave corresponding to the reduction of the PTM
radical to the anion species. An increase in the scan rate gave rise to a linear increase
in the peak intensity, characteristic of a surface-confined electroactive species [18].
These CV results also demonstrate that the radical character is maintained after
chemisorption on the surface.

Figure 2a shows the F,(V, z) image recorded on top of the SAM S1(rad). The
color scale is used to depict the normal force magnitude as a function of both
the applied voltage (fast scan or horizontal axis), which is varied between £2V,
and the total piezo movement (slow scan or vertical axis), which corresponds to
a 20 nm travel in the present case. In our experimental setup, the piezo moves the
sample toward the tip, that is, the tip—sample distance is reduced as z increases. From
vertical profiles in F,(V, z), the force versus distance (F — z) curves are obtained
for a specific tip voltage (e.g., F;, (0, z) is shown in Fig.2b), such that the applied
load, at a given piezo displacement, can be estimated. The same analysis procedure
was used in the case of the SAM S1(«H). The /(V,z) images acquired on both
the aH (left) and radical (right) PTM SAMs are depicted in Fig. 2c, respectively.
Horizontal profiles taken in the images are the /—V curves corresponding to each z,
which, combined with the F—z, allows knowing the value of the applied load at
whichreach/ =V curve was obtained» The'maximum current measured corresponds
to the saturation of the current amplifier, fixed to 100 nA in the experimental setup
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Fig. 1 Scheme of the strategy used to form the open-shell PTM radical SAM (S1(rad)) and
closed-shell PTM derivative SAM (S1(aH)) (Reprinted from [15]. Copyright Wiley-VCH Verlag
GmbH and Co 2009)

used. Straightforward comparison between IV characteristics at different applied
loads for both PTM SAMs is therefore possible. Moreover, the simple observation
of the appearance of the /(V,z) images illustrates that changes appearing in the
I-V curves as the tip—sample distance decreases are clearly different for each
SAM, reflecting different transport behaviors. After the jump into contact point, the
central region (intermediate color) of the I(V, z) image for SAM S1(rad) undergoes
a continuous narrowing, leading to a triangular shape typical of a monotonous
pseudogap reduction. Contrarily, for SAM S1(«H), the image shows a region with
non-distance-dependent changes producing a fairly constant gap width. This striking
difference occurs in a wide range of tip—sample distances, indicating that it is
intrinsically due to the distinct electronic characteristics of the two PTM SAMs.
A series of /-V curves for selected loads (in the attractive regime to avoid film
indentation) have been extracted from the corresponding images and are shown in
Fig. 2d. By increasing the applied load up to 15 nN (black triangle), this difference
becomes more evident, and in particular, the conductivity through the SAM S1(rad)
is much higher (note the nearly linear behavior) than for the SAM S1(«H). By
analyzing the zero-voltage region of the curves, it was found that the SAM S1(rad)
shows a junction resistance (10-40 M£2) one order of magnitude smaller than that
of the SAM S1(oH) (200-300M€2), either for the same applied load or the same
piezo displacement.

Density functional calculations were employed to gain further insight into the
electronic structures of each molecule. In each case, the molecules were modeled
by the PTM head group with an extended length of its attached linker chain
[-(CO)-NH-Ph]. The results are summarized in Fig. 3. The PTM(aH) has a large
energy gap (£5eV) between its closed-shell lowest unoccupied molecular orbital
(LUMO) and the highest occupied molecular orbital (HOMO). The PTM(rad) has a
singly occupied molecular orbital (SOMO) in the o spin, with a similar energy to the
PTM(aH) HOMO but a significantly lower energy LUMO in the p spin compared
to the LUMO of the PTM(aH). From the calculations, the LUMO-f of PTM(rad)
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Fig. 2 (a) Normal force image, F,(V,z), acquired in 3D operation mode C-SFM for SAM
S1(rad). The voltage range is 2 V, and the total piezo displacement is z = 20 nm. (b) Line profile
marked with a black line in (a) that corresponds to the F'—z curve at IV = 0 V. For convenience,
zero force has been chosen as the jump into contact value. (¢) Current image, /(V, z), acquired
on the aH (left) and radical (right) SAMs. The voltage range and total piezo displacement are the
same as in (a). (d) Selected horizontal line profiles extracted from images in (c) at different applied
loads. The symbols at the top left corner of the graphs have been used to mark the corresponding
applied load in (b). Insets: linear region of the I-V curve (0.2 V), used to calculate the junction
resistance. The values obtained are R(aH) = 280 £ 40 MQ2 and R(rad) = 35 £ 5MQ in (black
circle); R(aH) = 20040 MV and R(rad) = 12£5MQ in (black triangle) (Reprinted from [15].
Copyright Wiley-VCH Verlag GmbH and Co 2009)

has an energy significantly closer to the Fermi levels of both Au and B-doped CVD
diamond (used as a tip) than the LUMO in PTM(aH). This result suggests that
the electronic d1fferences between PTM(aH) and PTM(rad) with respect to their
important role in enhancing the conduction
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Fig. 3 Energy levels obtained from DFT calculations for PTM(aH) and PTM(rad) derivatives
(Reprinted from [15]. Copyright Wiley-VCH Verlag GmbH and Co 2009)

in the SAM S1(rad). It is generally agreed that the dominant transport mechanism
in molecular junctions of alkanethiols, which have HOMO and LUMO levels far
away from the Fermi level of the metal electrodes, is through a nonresonant and
superexchange tunneling, that is, the interactions of the electron with the electronic
structure of the molecule enhance the tunneling rate [19]. This is also probably
the case of the SAM S1(aH), since the Fermi level of the contacts employed
lies in the large HOMO-LUMO gap (Fig.3). However, the LUMO- level of
PTM(rad) approaches the values of the metal Fermi levels, and thus, other transport
mechanisms may play a role. We believe that the experimental results strongly point
toward a LUMO-assisted transport, and we suggest that for SAM S1(rad) either the
tunnel barrier diminishes or, more probably, there might be some contribution of
resonant tunneling, as stated by other authors for various redox molecules. Finally,
we would also like to notice that the large energy difference between the SOMO and
the LUMO-B of PTM(rad) opens the interesting possibility of whether this system
could give rise to spin-polarized transport [20].

This study was later extended to the transport characterization of SAMs on gold
based on the closed- and open-shell forms of a fully conjugated PTM derivative
resulting in the formation of SAMs S2(rad) and S2(«H), respectively (Fig.4). Due
to the molecular structure, there is a larger hybridization of the molecules with the
metal [21].
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Fig. 4 Scheme of the two SAMs prepared, SAM S2(aH) and SAM S2(rad) (Reprinted from [21].
Copyright Royal Society of Chemistry 2011)

As in the previous case, the SFM 3D mode was also used for the electrical
characterization at the nanoscale. Figure 5a and b depict a set of representative /—V
curves for both SAMs at different applied loads. As in the measurements described
before (Fig.2), the current saturates at 100nA. The force range shown is adjusted
within each series to the most relevant conducting response of each SAM (lower
resistance values), being from 0.75 to 1.25nN and from 3.5 to 9nN in the case
of S2(rad) and S2(«H), respectively. The junction resistance (R) was calculated
from the low-voltage region (£0.3 V) of the corresponding /—V characteristics
revealing dramatic differences between these SAMs. The plot of R as a function
of the applied force is depicted in Fig. 5c. As for the S1 SAMs, R measured on the
PTM radical SAM was significantly lower than the one obtained for the non-radical
one. Moreover, we note that the ratio R(S2(ocH))/R(S2(rad)) obtained here is one
order of magnitude larger than for the nonconjugated PTM SAMs, in agreement
with the larger conductivity expected for the conjugated radical hybridized with the
metal surface.

Though the sigmoidal-like shape of the curves persists around V' = 0 during the
whole load range shown, a negative differential resistance (NDR) feature emerges
for both SAMs at negative voltage values close to —1.5 V. NDR devices undergo
an increase in resistance when the voltage is increased in a specific bias range.
This phenomenon has raised interest for their potential in numerous electronic
applications. The NDR can be visualized as a switch in which the conductivity
switches following an off/on/off trend in response to an increase in voltage [22].
In this way, the observed NDR can be exploited to store information using electrical
signal as output. Moreover, as can be seen in the selected -V curves (Fig. 5d), not
only the position but also minimum to maximum current ratios in the NDR region
were nearly identical for both SAMs if obtained at about 2nN higher in S2(«H)
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(b) SAMs. (¢) Selected curves from the /-V series on top for each SAM. Inset: magnification of
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than for S2(rad). This would be consistent with a slightly higher effective barrier in
the case of S2(oH).

Density functional calculations were employed to gain further insight into the
origin of the NDR peaks. A similar energy-level picture is obtained here if compared
to the one for the previous case (Fig.6). The LUMO-B of PTM S2(rad) is very
close in energy to the Fermi level of B-doped CVD diamond (used as a tip), and
therefore, it is expected that the higher conductivity observed for this SAM is due
to some resonant tunneling, while in the S2(eH) nonresonant tunneling must be
the dominant transport mechanism that occurs. The fact that the LUMO energy
level of S2(xH) is close (only slightly higher than) to the LUMO-« of S2(rad)
suggests that if a high negative voltage is applied to the tip shifting upwards its
work function, resonant conduction through these unoccupied orbitals could take
place in both SAMs. Such an effect could account for the NDR peaks (slightly
higher barrier for S2(e¢H)) observed in the /-V curves. The results involve a
statistical response, and molecules under the tip may present different structural
conformations. Considering all the above, we believe that when a low bias is
apphed the transport mechanlsms dommatmg in both PTM SAMs are different

alphaH) and resonant tunneling mediated by the
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LUMO-B in S2(rad)). However, at approximately —1.5V, in both systems some
resonant tunneling with the unoccupied orbitals occurs. Since the reduction potentials
of S2(rad) and S2(«H) are completely different, we can affirm that in this reported
example the redox character does not determine the NDR phenomena observed,
and hence, molecular charging effects or polaron formation can be excluded as the
NDR origin.

2.2 Electrical Input to Switch PTM Radical SAMs

Electrical signals can also be employed as inputs to switch the state of the PTM
radical SAMs due to the electroactive character of the molecule. Recently, a highly
robust surface-confined switch based on SAMs of a novel PTM radical silane on
ITO was reported (Fig. 7a) [23]. The resulting functionalized substrate is labeled
here as SAM S3(rad). The ITO substrate was selected since it is conducting
and transparent and, therefore, permits to simultaneously trigger electrochemically
the state of the switch and to monitor the optical (absorbance and emission) and
magnetic properties.

The electrochemical characteristics of SAM S3(rad) on ITO were investigated
by CV. The experiments were carried out in a 0.02 M solution of tetrabutylammo-
nium hexafluorophosphate in acetonitrile and using the functionalized substrate as
i i seen in Fig. 7b, the cyclic voltammogram




80 N. Crivillers et al.

ERASE
+1e”
—_—
—
WRITE
—-1e”
SAM S3(rad) ON STATE SAM S3(anion) OFF STATE
Laps = 385 nm Aaps =515 nm
A-em = 688 NM No emisssion
] S =T1/2 S ; 0 ]
READ
b
5
X107+ 3 4‘ g
23
g 21 . i
3x104- \ 100 200 30
s Scan Rate (mV/s)
- 0 ..M
—3x104.
—6x104 r . v
-0,3 0,0 0,3
E (V)

Fig. 7 (a) Representation of the electrochemical bistability between SAM S3(rad) and S3(anion).
(b) Left. Setup employed for the CV experiments, where WE stands for working electrode; RE,
reference electrode; and CE, counter electrode. Right. Cyclic voltammogram at different scan rates
(50, 100, 150, 200 mV/s) of the SAM of (a) on ITO (vs. silver wire) in an electrolyte solution of
0.02 M tetrabutylammonium hexafluorophosphate in acetonitrile. /nset: plot of the anodic current
versus scan rate (Reprinted from [23]. Copyright Nature Publishing Group 2011)

exhibits one reversible redox wave, corresponding to the redox process between the
radical and the anionic form, with an oxidation peak at +53 mV and a reduction
peak at —32mV at a scan rate 100mV/s. It was also observed that the current
linearly increased with the scan rate, which is characteristic for surface-confined
electroactive species (Fig.7b inset). The stability of the two redox states, SAM
S3(rad) and SAM S3(anion), was confirmed by performing many consecutive
voltage cycles, which resulted in completely identical redox waves without showing
any sign of loss of current intensity, pointing out the excellent potential of these
stable switches.
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To achieve read/write memory devices, it is imperative to have a secondary
physical signal to be able to read the state of the switch nondestructively. In this case,
the optical absorption, optical emission, and magnetic responses were employed to
read the state of this multichannel switch. In the three cases, the reversibility of
the switch was explored while performing write—erase cycles, switching the SAM
between the radical (on state) and the anion (off state) form.

Upon applying the switching cycles (40.3 V (write) and —0.3 V (erase)), the
absorption band characteristics of the two states changed simultaneously in opposite
directions, following the profile of the applied voltages, in a completely reversible
way and recovering completely the absorption intensity after each cycle (Fig. 8a).
Outstandingly, the switch showed extremely high reversibility upon the application
of hundreds of cycles and long-term stability since the same switching cycles
are reproducible after three months. To further demonstrate the potential of this
system to build nonvolatile memory devices, the switch response to a sequence of
write-read—erase—read pulses was investigated. Short 5 s write (40.3 V) and erase
(—0.3V) pulses were applied, while the reading of the state of the switch was
performed for 30s at OV. As it can be seen in Fig. 8b, both states of the switch
were completely stable and reproducible after removal of the external stimuli. Also,
similarly, the fluorescence emission was switched off/switched on when reduction
and oxidation cycles were applied, which was followed employing a fluorescence
microscope.

In turn, electron paramagnetic resonance (EPR) experiments demonstrated that
the EPR signal, corresponding to the PTM radical immobilized on the surface,
disappeared upon reduction to the anionic form and appeared again after further
oxidation, corroborating that the magnetic output was also a suitable read-out tool
to determine the state of the switch (Fig. 9).

More recently, the same optical and magnetic switching properties upon the
application of an electrical external stimuli were found on a PTM-functionalized
Au surface (SAM S4(rad)), when a very thin layer of gold was used [24]. In
addition, it was also shown here that the switch could also be read following the
surface wettability. Taking into account the high hydrophobicity of PTMs due to
the chlorine groups, and that the reduced form of this SAM is an ionic species, the
change of the surface-wetting properties in the switching process was followed by
monitoring the water contact angle. SAM S4(rad) changed from an average contact
angle value of 102 + 6° to 73 & 3° for the PTM anion SAM (SAM S4(anion))
(Fig. 10). This reversible difference (~ 29°) in the contact angle is rather high for
a self-assembled monolayer. Such systems, able to tune their wetting properties
reversibly, are currently raising an increased interest for the development of self-
cleaning surfaces, microfluidics, and (bio)sensors [25-29].

Considering all above, SAMs based on PTMs offer great perspectives to be used
in binary logic gates [30-32]. We can consider the applied voltage as an input; that
is to say, when we apply a positive voltage the SAM will be in the radical form
(input = 1), while the applied voltage is negative, the SAM will be in the anionic
state (input = 0). Further, five different outputs can be defined: the absorption band
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Fig. 8 Optical response along time during 65 consecutive write—erase cycles (+0.3V/ — 0.3V
vs. Ag(s)) applied to the SAM S3(rad) monitored at 385 nm (red line) and 515 nm (purple line).
(b) Sequence of write—read—erase-read pulses (+0.3V/0V/—0.3V/0V vs. Ag(s)) applied to the
SAM (top) and optical response (bottom) monitored at 385 nm (red line) and 515 nm (purple line)
during the reading processes (Reprinted from [23]. Copyright Nature Publishing Group 2011)
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Fig. 9 EPR signal of the SAM S3(rad) on ITO in air upon application of ten ex situ electrochem-
ical on/off switching cycles of +0.3 V (radical) and —0.3 V (anion) using a Ag wire as reference
electrode, Pt wire as counter electrode and a electrolyte solution of 0.02M tetrabutylammonium
hexafluorophosphate in acetonitrile. Red corresponds to the on state (radical) and purple the off
state (anion) (Reprinted from [23]. Copyright Nature Publishing Group 2011)

at Aups = 385 nm (output 1), the absorption band at A, =515 nm (output 2), the
fluorescence emission at A, = 688 nm (output 3), the EPR signal (output 4), and the
wetting properties reflected with the surface-water contact angle (output 5). Table 1
collects the truth table of this system. Since there are five different outputs for the
same input, it is possible either to define five different logic gates or to combine the
five outputs in one system.
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Fig. 10 SAM S4(rad) on gold (top) and its contact angle during the application of switching redox
cycles (Reprinted from [24]. Copyright American Chemical Society 2011)

Table 1 Truth table for the binary logic functions for SAM of PTM

Output 1 Output 2 Output 3 Output 4 Output 5
Input Aaps = 385nm Ay =515nm A, = 688nm  EPR signal  Contact angle
1 (radical) 1 0 1 1 1
0 (anion) 0 1 0 0 0

3 Summary

The preparation of SAMs based on PTM derivatives has been successfully achieved
on different substrates, and the transport through PTM SAMs on Au(111) was stud-
ied. Both the radical and non-radical fully conjugated PTM derivatives (hybridized
with the metal) showed NDR peaks, thus raising the possibility to use this electrical
output for memory applications. Moreover, the contribution of the LUMO- of the
PTM radical on the transport points that they could act as spin filters in spintronic
applications. Further, it has been demonstrated that the electroactive character of
the PTM radical SAMs allows to reversibly interconvert the anchored molecules
between two redox states performing as a highly robust, long-term stable, reversible,
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and reproducible switch. Considering also that the operation voltage is very low, this
system shows great potential for the development of nonvolatile memory devices.
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Vibrational Heating in Single-Molecule Switches

Thomas Brumme, Rafael Gutiérrez, and Gianaurelio Cuniberti

Abstract It has been recently shown experimentally that the switching rate in
single-molecule junctions sensitively depends on the applied bias voltage. Using a
minimal model which describes the barrier crossing problem by multiple excitations
of vibrations of the molecular junction and by taking into account the molecule
specific nonconstant density of states, we are able to describe the complex, non-
monotonic behavior of the switching process.

1 Introduction

A concept with promising potential applications is the creation of logic gates at
the single-molecule level. For this, however, a microscopic understanding of the
adsorption behavior of the molecules on surfaces as well as their behavior under
applied bias should be achieved. Furthermore, an additional factor to be clarified
in order to facilitate the performance of logic operations in single molecules is the
physical mechanism responsible for conformational or electronic changes in the
molecule, which could thus change the output of a molecular-based device.

The first molecular-scale device was already proposed in 1974 by Aviram and
Ratner [1]; however, it took another two decades until significant breakthroughs
were achieved [5, 14, 24, 25]. Different molecular-scale devices such as diodes,
transistors, and switches have meanwhile been demonstrated and studied on the
laboratory scale; see [17, 18] for comprehensive reviews. In order to create such
molecular devices or even molecular logic gates, the molecule has to be studied
with respect to very different properties. First, and most importantly, there is of
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course its chemical composition and topology which determines the adsorption on
surfaces. Secondly, due to this coupling to the substrate, the electronic structure of
the molecule and also the dynamic behavior are altered.

In order to investigate the electronic properties of a single molecule, one can use
different experimental techniques such as mechanically controllable break junctions
or electromigration techniques. However, to really understand the adsorption and
the dynamic behavior, the most important tool is probably the scanning tunneling
microscope (STM) [2, 19]. The STM is a valuable and versatile tool for the study
and manipulation of nanoscale structures, and just recently, the first single-molecule
logic gate was built with the help of an STM [30]. Furthermore, one can use the STM
to induce the switching between different stable states. A small overview over the
different switching mechanisms and their experimental realization can be found in
the chapter of Toher et al.

In this chapter, we will present a minimal model Hamiltonian approach to
describe one important switching mechanism in typical single-molecule STM
junctions—the vibrational heating mechanism [4,8]. The model describes switching
induced by the coupling of a tunneling charge to molecular vibrational degrees of
freedom. The model we will review here was originally proposed by Gao et al. [8],
and it was extended by us to include the influence of an energy-dependent electronic
density of states around the Fermi level [3,4].

2 Vibrational Heating in Single-Molecule Switches

In general, molecular switches can be classified depending on different aspects of
the system. One scheme distinguishes between the physical mechanisms underlying
the switching phenomenon [7, 18]. Different physical mechanisms have been
proposed to explain the observed dependence of the switching rate on the different
properties of molecular systems. One very important class of mechanisms is the
current-induced switching, in which the switching is triggered by the inelastic
scattering of the tunneling electrons in the molecular system [4—6,8-13,15,16,20—
23,26-29,31-36]. If the electrons are inelastically scattered by vibrations of the
molecule and multiple excitations in each of energy fw are needed to induce the
switching, the mechanism is usually called vibrational heating, since the effective
temperature of the junction is increased. In 1997 Gao et al. showed that the
switching rate shows a power-law dependence on the applied bias voltage R o V,;
[8], where n denotes the number of excitations needed to induce the switching. In
the past the model has been extended several times in order to explain deviations
of the measured switching rate from the power-law dependence [4, 20, 33-35], for
example, by combining the vibrational heating with other switching mechanisms
(e.g., quantum tunneling [34]). Tikhodeev and Ueba extended the model of Gao
et al. to include effects of a nonequilibrium phonon distribution in the leads and
by modeling the vibrational density of states (DOS) of the molecule correctly
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Energy

Fig. 1 Schematic representation of a single-molecule switch in an STM junction in which the
molecule is asymmetrically coupled to the surface and the STM tip (A; > A,). The molecule
gathers energy to overcome the potential barrier between the two stable positions by inelastic
scattering of the tunneling electrons

(introducing a broadening due to the interaction with the substrate) [33]. This leads
to a deviation from a simple power-law dependence of the switching rate on the bias
voltage near the threshold voltage, Viis = hw. However, the authors still assumed
that the adsorbate electronic DOS is constant over the relevant energy range, but in
order to use molecules as logic gates, it is important that they have a nonconstant
electronic DOS near the Fermi energy. As we will show below, this can lead to a
dramatic change of the dependence of the switching rate on the bias voltage.

What all vibrational heating models have in common is that the molecule gathers
enough energy to overcome the potential energy barrier between two stable states
by multiple vibrational excitations. Each electron tunneling through the molecular
junction has a certain probability of exciting vibrations of the molecule. The
vibrational energy of the molecule dissipates at the same time into the leads mainly
due to electron—hole pair creation.

In the following we will derive the excitation and relaxation rates of molecular
vibrations due to inelastic scattering with tunneling electron and electron—hole pair
creation in a typical STM molecular junction, in which the molecule is contacted by
2 leads; cf. Fig. 1. We will follow the derivation of [3, 4, 8]. The Hamiltonian of the
STM molecule junction can be written as

H = Z Eak c;k Cak + EmChCm + Z (Ta,km c;k Cm + H.c.) +hwb' b, (1)
ok ok

where cl  and ¢}, create an electron in the state |k) and |m) of the lead & (below, the

lead o will be either the substrate s or the STM tip #) and the molecule, respectively,
with the corresponding energies &, x and &,,. The hopping between the leads and the
molecular level is described by the next term in (1) including 7, x »,. The vibrational
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system of the molecule is given by #w b* h. Assuming that ,, is a linear function
of the vibrational coordinate ¢, &,(q), the electron—vibron coupling can then be
modeled by

Heey = o (b7 + b) (c] cm). 2

where Ay = /A/(2M w) ¢, with ¢}, = 0¢,,/dq at ¢ = 0, w is the frequency of
the molecular vibration with the normal coordinate ¢ = /A/(2Mw) (b' + b) and
mass M. For weak interaction between the vibrational system and the electronic
system, the excitation and relaxation rates between the different vibrational levels
can be expressed by the transition rates between the vibrational ground state and the
first excited state (first-order perturbation theory). Using Fermi’s golden rule, these
rates can be calculated:

Iy = 25 3 G UH L0 fi (1= f;) 8(ej —e1 +ho), ()
ry= 238 3000 H LD fi (1= ) 86 —e1 —ho) (@)

with 0 and 1 denoting the vibrational ground state and the first excited state respec-
tively, while j and / denote any of the stationary one-electron states of the leads with
corresponding Fermi-Dirac distributions f;; = 1/ {I 4+ exp[(e — p;1)/(ks T)]}.
and H._, denotes the electron-vibron interaction in (2). The overall rate can be
decomposed into different terms I , T , and F R FTtS depending on whether
the final and initial state (first and second superscript) of the tunneling electron is in
the substrate s or in the tip . We model the electronic DOS of the combined STM
tip—molecule—substrate system by a Lorentzian shape, for example,

Pu(E) = Zcl(k|m)?8(e — e) = As/((E — em)* + A7), ®)

where « labels the stationary one-electron states |«) in the leads and A = Ay + A,
with A and A, describing the electronic coupling between the molecular level and
the substrate and STM tip, respectively. For low temperature, the excitation and
relaxation rates can be calculated analytically by approximating the Fermi functions
with Heaviside step functions. The terms Ffs and Ff are similar, and we will
evaluate only Ffsz

272 5
ry = 7; ; - [/ jm) (mle)[* [1 = fulea)] fi(ea) 8(ear — £0 — hev)
2
- 227:10 /de P (&) Py (e + hew) [1 — fi(e + hw)] fi(e)

2w AZN2 / . 1 1
h [e—en]®> + A2 [e 4+ ho —e,]* + A2
x[1 = fi(e + hw)] fi(e)

oLl Z'yl_ilsl
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In the first two steps, we replaced the sum over states with an integral over ¢ by
introducing the electronic DOS, p;, (¢), of the combined system as defined in (5). In
the next step, the low-temperature approximation was used. This leads to a change
of the limits of the integral from 400 and —o0 to €gg Or £ps — Aiw, respectively. An
applied bias voltage shifts the Fermi level of the surface eps = ep, + eV, with %
being the Fermi energy of the surface at IV = 0. The excitation rates FTSS’“ become
zero in the low temperature, because of the Pauli exclusion principle.

The Pauli exclusion principle also reduces the number of transition rates I7"}°
one has to calculate, since the electrons can only tunnel from the higher to the lower
chemical potential. The transition rates FTS‘ 1 (for positive bias) can be written as

420
7 Ah?w (442 + h? w?)

E— m
X (ha) tan~! [ £

Iy = A Ac (fr (ot ho) = fr(pns) + f~ () = f~(us = ho)) . (8)
Iy = AcAc(f+ () = fo(ps + ho) + f- (e —ho) = f(1s)) . (9)

f(E) =

} + Alog[A® + (E — 8,,,)2]) , (7

where (s = e, — |Vbias| and (¢ = ef, (i.e., bias is applied to the substrate) and the
excitation rate FTS‘ is only nonzero for | — j4s| > Aw. In an analogous manner one
can find the rates I, for negative bias.

The transfer between the two wells of a double well, as shown in Fig. 1, can
in general involve various processes. The vibrationally assisted tunneling [34] can
have an espemally great 1mpact on the switching rate below and near the threshold

3 Z arification and to highlight the changes due
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Fig. 2 Calculated transfer rate R for different orbitals through which the electrons tunnel. The
black (solid) and red (dashed) line is for an occupied and an unoccupied orbital, respectively, whose
position is coupled to the chemical potential of the surface (parameter: A, =0.2eV, A, =0.1A,,
hw =20meV, n =10, Ao = 1 meV). The blue (dash-dotted) line represents the transfer rate if
the molecule is coupled weakly to the substrate as, for example, on a NaCl film (parameter:
Ay =0.025eV, A, =0.14¢, hw =20meV, n =10, Lo = I meV)

to the nonconstant electronic DOS, we use a simple truncated harmonic oscillator
potential to describe the transfer between two stable configurations and assume
that the vibrational heating is the only relevant process which can induce the
switching. The transfer rate R can then be expressed as a product of the transition
into level n from (n — 1) and an effective Boltzmann factor (with temperature
Tey =hw/ (kg In[I") /T}])) describing the probability to arrive at the subcritical
level (n — 1) [8]:

n—1)ho ry\" !
R~ nrly exp[ﬁ] = nl}y (FI) . (10)

Figure 2 shows the dependence of the transfer rate, (10), on different values for
the substrate—molecule coupling A and on different positions of the molecular level
with respect to the Fermi energy. For positive bias and electrons tunneling mainly
through the lowest unoccupied orbital (LUMO) of the molecule, the transfer rate
is always larger than if the level is just below the Fermi energy. This is due to the
fact that the LUMO shifts with the applied bias voltage, and, thus, the DOS in the
bias window increases constantly. In contrast, the highest occupied orbital always
stays below the bias window if a positive bias is applied. Thus, also the number
of tunneling channels (the DOS in the bias window) changes only slightly. The
opposite is the case for negative voltages. In general, if the molecule is coupled
strongly to the surface (i.e., Ay is in the order of 100 meV), the transfer rate shows
a power-law behavior as already described by Gao et al. [8]. The main difference
i i i rate becomes constant. The limit of the
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transfer rate can be calculated analytically, and it depends strongly on the electronic
coupling of the molecular level to the leads A and on the barrier height n hw.
Furthermore, in an STM junction, because of the asymmetric coupling to the leads,
the limit also depends on the position of the molecular level relative to Fermi energy
of the lead to which it is coupled more strongly.

For less strongly coupled molecules, for example, on a NaCl film, the transfer
rate can deviate from the power-law dependence on the applied bias voltage as
shown in Fig.2 as blue, dashed-dotted curve. The moment the molecular level
enters into resonance with the Fermi energy of the STM tip, the transfer rate can
show a constant behavior for a certain bias range or even decrease. The origin of
this behavior can be identified by having a closer look at the different transition
rates, I">*" and I'$, in Fig.3. While the rates I'{, increase until the molecular
level is completely within the bias window, the transition rate Ffs is constant since
the position of the molecular level relative to the chemical potential of the surface
does not change. The excitation rate, "3, and relaxation rate, I"™, due to electrons
tunneling from the STM tip to the surface, are shifted relative to each other, and
this shift is related to the vibrational energy Aw, cf. Equations (6)—(9). The rate I f
has a maximum when the molecular level is in resonance with the Fermi energy of
the tip, as shown in Fig. 3. These different behaviors lead to the strong deviation
from the power-law dependence on the applied bias voltage as shown in Fig. 2, and
they have a clear physical meaning. As soon as the vibrationally excited molecular
level, &,, + hw, enters the bias window, a new transport channel opens. Electrons
can now tunnel through the molecule by relaxing vibrations on it, thus increasing
the dissipation of vibrational energy into the leads which results in cooling of the
molecular junction. An experimental verification of this cooling is in general very
demanding since the transfer rate has to be analyzed with respect to many different
parameters. Furthermore, the coupling to both the surface and the STM tip need
to be weak so that the cooling can be effective and a saturation or decrease in the
transfer rate can be seen. One possible example can be seen in Fig. 4 for a PTCDA
molecule'switching betweenan'STM tiprand a Ag(111) surface.
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3 Summary

Recently, it has been shown experimentally that the switching rate in molecular
junctions can deviate strongly from the simple power-law dependence on the applied
bias as proposed by Gao et al. [4,22]. By including an energy-dependent electronic
DOS near the Fermi energy, one can qualitatively explain the saturation and the
decrease in the switching rate. This can be related to an enhanced cooling as soon
as molecular level, which is coupled weakly to the leads, enters the relevant bias
window. Our results show that by including an energy dependence of the DOS
around the Fermi energy, a complex and rich behavior of the switching rate can
be described. However, one has always to be aware of the approximations behind
this model; kg T ~ 0, | Vpias| > hw, I'y |, < how, and Ao/ A < 1 (weak inelasticity).
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Heat Dissipation in Molecular Junctions:
Linking Molecules to Macroscopic Contacts

Alessandro Pecchia

Abstract Multiscale and hierarchical methods are becoming a paradigm for the
understanding of complex physical phenomena. The concept can be applied to
modern nanoelectronic devices where charge and thermal transport phenomena
span a broad range of scales from nanometers up to millimeters, sometimes tightly
interconnected as in the case of heat dissipation. This demand for the development
of new stimulation tools that can cope with microscopic and macroscopic scales
coupling different physical models.

In this work progresses towards the realization of such integration schemes are
presented. At the microscopic scale, the system is described using empirical or
density-functional tight-binding descriptions (DFTB). Transport calculations are
obtained using nonequilibrium Green’s functions methods that allow for calcula-
tions of coherent and incoherent transport and heat dissipation. At larger scales,
effective medium equations are represented on finite-element meshes (FEM) to
describe electronic and heat-transport phenomena with drift-diffusion or Fourier
equations. Atomistic/FEM models are coupled imposing energy/current flux con-
tinuity at the boundaries. In this chapter an application of this scheme for the
calculation of heat dissipation in molecular junctions is presented.

1 Introduction

Nanoelectronic devices—and to their extreme-end single-molecule electronics—
always require coupling the active units characterized by nanoscale dimensions to
contacts, wires, and packaging, characterized by much larger scales. However, the
behavior of the whole device is determined by the interplay of different transport
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mechanisms occurring at different length scales. The typical approach in charge
transport is to concentrate on the nanoscale devices with accurate simulations and
then treat the contacts and the environment as effective circuit components within a
SPICE-like approach. There are problems, however, that cannot be easily decoupled
in such a simple way. In molecular electronics, small changes of local potentials can
have large effects on the electronic and transport properties of the system, and for
this reason, accurate density-functional tools have been developed in the last decade
in order to describe charge-transport mechanisms in molecules when transport
is dominated by quantum coherence. However, computational limitations prevent
treating substantial parts of the contacting leads at the same level of accuracy. The
only practical solution is to tackle the problem in a pragmatic cutting-and-sewing
approach in which the molecular transport is treated using quantum-transport
methods and the contacting leads and surrounding environment is described as a
continuous medium using semiclassical models.

Heat dissipation, and more in general energy transport, is another important
example of nonlinear coupling between the nano-world and its environment.
Miniaturization obviously increases the power density of heat generation, making
heat management one of the key issues that needs to be addressed in order to
improve the stability and reliability of nanodevices. Heat dissipation depends on
the transport property at all scales, and careful simulations are crucial in order to
predict and control the working temperatures reached in the device.

The wide span of length scales and transport phenomena requires the develop-
ment of new tools of multiscale character. A general a priori methodology for such a
multiscale coupling has not been established to date, especially when quantum- and
classical-charge-transport models are sewed together. Most of the solutions must be
guided by physical intuition, requirement of consistency, and continuity equations.
The situation is similar to the practical needs that have guided the developments of
sophisticated QM/MM coupling schemes and have proven quite useful in molecular
dynamics simulations in order to understand a wide range of physical phenomena,
from structural properties to excitation dynamics and mass transport.

In this work an example towards the development of quantum-classical multi-
scale coupling for charge and heat transport is presented and applied to the problem
of heating of a benzo-di-pyridine molecule adsorbed on a Cu substrate when current
is driven across by an STM measurement.

2 Coupling Quantum with Semiclassical Transport Models

Nonequilibrium Green’s functions (NEGF) have become a standard tool to analyze
transport in nanodevices [1] when quantum coherence plays a relevant role. Yet,
the evaluation of NEGF is numerically very expensive, especially when scattering
is included. In general the microscopic domain in which quantum effects need to
be fully taken into account is restricted to the molecular scale and/or its close
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surroundings. The molecular region is embedded within a macroscopic domain,
where simpler phenomenological transport equations can be solved. A multi-
scale/multiphysics approach is therefore necessary in order to efficiently compute
transport in the whole system. To this end we have developed a coupling scheme
between drift-diffusion (DD) and NEGF transport models which are solved on
different subdomains. These are coupled via boundary conditions: the macroscale
models providing boundary conditions in terms of electrochemical potentials,
whereas the microscale models provide flux boundary conditions to the macro
domains. In order to ensure continuity conditions on current, the two models are
coupled self-consistently with an iteration scheme that starts with a guess solution.
This method goes under the name of bridge multiscale approach [2,3]. In the same
way, heat dissipation at the molecular scale is coupled to a Fourier heat-transport
model at larger scales by imposing temperature boundary conditions and heat flux.
A problem in this coupling scheme is that molecular transport needs to be simulated
using atomistic approaches, whereas macroscopic scales are treated as effective
continuous media and the differential equations are discretized on meshes. Sewing
the two models requires appropriate interpolations and embracing schemes of the
electronic charge density and currents at the interfaces between atoms and finite
elements.

3 FEM and Atomistic Model of the Tip/Molecule/Substrate

The first step is to build a realistic model of the STM tip, which is typically tungsten-
made ultrasharp objects fabricated using electromigration processes [4].

Figure 1 shows a micrograph of one of such tips [5]. Based on available
SEM/TEM images, a model comprising 2 pm of the tip ending has been built. This
is considered sufficient for the purposes of the subsequent computations, especially
heat transport along the tip. The tip is still reduced to an idealized model having
a conical shape with a termination assumed as an ideal hemisphere of 3nm in
diameter, as shown in Fig. 2. A flat substrate is also included in the model.

The next step is to introduce an adequate atomistic description of the
tip/molecule/Cu substrate. This is obtained in a three-step procedure. The first
step consists in filling with atoms the mesh regions at the tip apex and substrate,
which is done assuming a [111]Cu orientation and imposing the same atomistic Cu
geometry within the tip. The reason for doing this is justified by the fact that in most
STM/STS experiments, the tip is dipped on the substrate before imaging, and after
this procedure, it is likely to pick up a substantial fraction of substrate atoms.

The following step is to insert a pre-relaxed benzene-di-pyridine molecule within
the tip/substrate gap, including two extra Cu atoms which are bonded to the nitrogen
atoms of the molecule and to the tip and substrate, respectively. This is done
following the indication that these kinds of molecules tend to bind to Cu adatoms
[6]. Finally the geometry is relaxed, including the two Cu atoms, keeping fixed the
substraterand tiprArrelaxed geometry fortip-substrate distance of 1.2 nm is shown
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Fig. 1 SEM image of

an electrochemically etched
ultrasharp STM tip made
of tungsten

4pm

Fig. 2 (Right) FEM model of tip apex including 2 pm of tip and substrate. (Center) Zoom in of
the tip/molecule/substrate mesh before atoms are added and (left) atomistic model

in Fig. 3. All DFT calculations in this work have been performed using the density-
functional tight-binding (DFTB) approach and its extensions to transport. For an
extended review of the method, see [7, 8].

4 Electron-Phonon Coupling and IETS Spectrum

Once the final geometry has been obtained, the vibrational modes of the molecule
and the electron—vibron (localized phonon) coupling matrices are computed at
the bias V' =0 [9, 10]. A good insight of the electron—phonon scattering can be
obtained looking at the inelastic electron tunneling spectroscopy (IETS) [11], which
is proportional to d?//dV? in order to enhance the onset of inelastic vibronic
excitations by the tunneling electrons.
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Fig. 3 (Left) A view of the relaxed geometry of the tip/molecule/substrate system and (right)
potential profile computed at a bias of 1.0V

The simulated IETS spectrum is shown in Fig. 4 and reveals few dominant peaks
corresponding to specific vibrational modes of the pyridine and benzene cages. The
most important peak, at 1,810 cm™", actually originates from a combination of two
modes with even and odd symmetry with respect to the molecular reflection plane.
In Fig. 4, only the mode with odd symmetry is shown. The IETS signal is computed
and measured at low temperatures (7 = 4.2K) and low bias (V' ~ 400mV) in
order to reduce noise. When large biases are applied, the molecule heats up and the
vibronic population becomes strongly a nonequilibrium distribution, and it is not
obvious that these modes are still dominating.

5 Nonequilibrium Phonon Distributions and Molecular
Heating

The nonequilibrium phonon population can be computed by setting a self-consistent
calculation in which the average occupation of each vibrational mode is computed
following a simple rate equation whose linearized solution is [12]

Ny = —n}’(?)j‘lj? (1)
q q q
where J, is the rate of phonon dissipated in the contacts, A, and E, are the rates
of phonon absorbed and emitted in the molecule, and n,(7) is the equilibrium
Bose-Einstein phonon distribution in the reservoirs. Expressions for 4, and Ej
can be derived from the NEGF theory and can be found in [9]. Figure 5 shows the
nonequilibrium distribution of quanta in all vibrational modes for different applied
bias voltages. Solid lines are best distribution estimators assuming a Bose—Einstein
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Fig. 4 Simulated IETS signal of the molecule and vibrational modes giving the largest signal

form and give an effective molecular temperature. The estimator is defined such that
the total energy stored in the vibrational modes is conserved, namely,

U= hoNy =Y hwgng(Tu) @
q q

It is possible to observe that low-energy modes tend to be less populated with
respect to the equilibrium distribution, whereas high-energy modes are much more
populated. This effect is due to the fact that the electron—phonon coupling occurs
mainly with the high-energy modes which couple very weakly to the reservoirs
due to a strong band mismatch. It should be noted, however, that these calculations
neglect anharmonicity eventually responsible for phonon decays from high to low
energies. This redistribution is expected to give a final population that is much closer
to an equilibrium distribution, characterized by an effective temperature, especially
when internal relaxations are much faster than dissipation into the reservoirs. The
equilibrium distribution that conserves total energy, as computed and shown in
Fig.5, is therefore realistic. It is also worth to observe that in these calculations
it is not simply possible to just retain those few modes giving the largest IETS
signal, but to the contrary, all vibrational modes must be included. This is because
the actual equilibrium population depends on the delicate ratio between emission
and absorption given by Eq. (1) in which the denominator can be small or the ratio
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Fig. 5 Average number of vibrational quanta in each molecular mode and temperature fit using a
Bose-Einstein distribution

The calculation of the coherent and incoherent current across the molecule
includes a self-consistent calculation of the potential profile. In order to properly
consider the tip shape, a large portion of the latter is included in the calculation
at the level of an effective medium drift-diffusion model. This is necessary since a
complete atomistic simulation of the tip would be computationally too demanding.
An example of potential profile is shown in the right panel of Fig. 3, obtained by
coupling the DFTB-NEGF charge density and potential solution [8] to the drift-
diffusion solution, as explained in Sect. 1. The metallic contacts efficiently screen
the applied bias and, as expected, the potential drops almost entirely across the
tip/molecule/substrate junction due to its large resistance.

6 Coupling to Fourier Thermal Transport and Tip Heating

The knowledge of the temperature profile of the STM tip under bias is a relevant
problem in order to understand tip-induced excitations and tip degradation and helps
to disentangle the tip signal from molecular electroluminescence. In order to study
this problem, the molecular heat dissipation is coupled to the tip and substrate where
a simpler Fourier thermal transport model is used. This is done because the size of
the contact makes rapidly intractable the problem of electron—phonon coupling and

thermal transport at the atomistic level.
It turns out that the heat released in the molecule is only a small fraction of
the total available power, P = I -V, from the applied bias. For instance, at the
i i 0 N-is released in the molecule, whereas for
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a typical tunneling current of 1 WA, the power supplied is 1 WW, i.e., about three
orders of magnitude larger. This does not immediately imply that electron—phonon
scattering events are rare. In fact comparing the tunneling rate of ~ 10'3 e/s with
the total absorption and emission rates of ~ 10121 /s, we conclude that one electron
in ten suffers an incoherent scattering. The net rate of phonon emitted is the result of
the close balance between absorption and emission rates which tend to cancel each
other.

Ultimately the electric power has to be released somewhere as heat. We assume
that the hot electrons release their energy within a mean free path in the tip and the
substrate that can be estimated to be about 5—10nm. Consequently we assume that
all the electronic energy is converted into heat within this distance.

In order to simulate how this energy is transported away along the tip and
in the substrate, we couple the microscopic heat dissipation to a Fourier heat-
transport equation. This phenomenological model requires as input the thermal
conductivity of the materials, a quantity taken from database values that also
depends on temperature. Thermal conductance is also strongly affected by size
effects due to surface roughness scattering at the boundaries. Typically, the thermal
conductance shows a Fuchs-Sondheimer behavior that scales with the inverse of
the wire cross section. Metallic nanowires with 10-nm cross section can exhibit
an increase of thermal resistance up to one order of magnitude with respect to
bulk values. This is expected to play a crucial role near the tip apex, where
the diameter can reach few nanometers. The size effect has been included in a
phenomenological way, using the results of [13]. The thermal conductance of
the vacuum gap between tip and substrate is assumed to be zero, although this
may lead to a small error since it neglects radiative effects. The simulation is
performed assuming an environment temperature of liquid Helium of 4.2 K as in low
temperature STM [6]. In our simulations, however, we cannot simply assume fixed
temperature boundary conditions since we are still simulating only a subpart of the
whole system (2 wm of tip length rather than the whole tip of Fig. 1). Consequently
a fixed thermal surface conductance is imposed on the outer boundaries of the tip
and substrate cross sections, simulating an effective heat flux with bulk thermal
conductivities. This is the same as assuming that the system is embedded in a
material with constant thermal resistance and reaches the equilibrium thermostat
temperature only far away from the tunneling junction.

The results of the nonequilibrium temperature profiles computed at a substrate
bias of 1V are shown in Fig. 6. The right and left diagrams show the temperature
map in the tip and substrate, respectively. It is possible to appreciate how the size
effect strongly influences the tip thermal conductance, hence the temperature map.
Temperatures as high as 145K can be found near the tip apex, where the hot
tunneling electrons release their extra energy. On the other hand, the substrate that
does not suffer size effects does not show noticeable heating.

The temperature map depends on the heat-transport properties in the nanoscale
tip which are lumped here into an effective thermal conductivity. A Fourier heat-
transport model taking into account for size effects in a phenomenological way
can'berseen asra firstrapproximation'torthe problem. Simulations based on the
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Fig. 6 Temperature profiles of the STM tip (right) and substrate (left)

Boltzmann transport equation or atomistic phonon transport models including
surface roughness and phonon—phonon scattering may be necessary in order to
account for realistic density of states and nonequilibrium phonon transport, improv-
ing the accuracy of these predictions.

7 Conclusions

Density-functional tight-binding calculations and NEGF have been applied to the
electron—phonon scattering and heat dissipation problem in a molecular junction.
The calculations performed at atomistic scales serve as boundary condition to a
drift-diffusion/Fourier model of charge and heat transport in the mesoscopic STM
tip. The method can be seen as a first step towards a multiscale/multiphysics model-
ing of electrothermal coupling between molecular transport and heat dissipation in
mesoscale continuum media. The calculations show that even at moderate applied
biases, the STM tip apex can reach temperatures much larger than the environment.
The model can be useful in future applications of molecular electronics devices.
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Classical Logic in a Single Molecule

Mohamed Hliwa and Christian Joachim

Abstract The mesh and node circuit rules required to design an intramolecular
electronic circuit are discussed. Adapting a standard diode logic circuit structure,
OR, AND and XOR unimolecular logic gates are designed. The full multichannel
electronic scattering matrix of those molecule circuits are calculated using our
EHMO-NESQC technique [1] in accordance with those new quantum circuit
superposition rules [2] and taking into account the chemisorption of the molecule
on the contacting pads at the end of the input branches. For a Molecule-XOR
gate to work, a non-linear transduction effect was introduced using a semiclassical
model [10, 11] to describe the inelastic coupling between the electron transfer
process through the molecule-XOR and the soft molecule conformation mode
used to generate the XOR truth table. The calculated logic surface is very close
to the ideal XOR Boolean truth table. We also report another application of our
node and mesh intramolecular circuit laws [2] in balancing a 4-branch molecule
Wheatstone bridge.
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1 Introduction

The concept of hybrid molecular electronics was introduced by Aviram and
Ratner [5] in the mid-1970s. In their approach, a Boolean logic circuit can
be constructed by interconnecting together molecular devices such as molecular
diodes, molecular switches or molecular transistors. By a molecular device, we
mean here an electronic device made of one (or a small number) of molecules
or macromolecules interacting with metallic nano-pads. The hardware which may
result from this network of molecules and metallic nano-wires circuits was called
“hybrid” because of the material difference between the organic molecules and the
metal of the interconnections. To design those hybrid circuits, meshes and nodes
electrical circuit, Kirchhoff laws are applicable when the length of each interconnect
is larger than a few tens of nanometres, that is, when the phase of the electron wave
functions circulating in the circuit is lost in between the molecular devices. This
condition prohibits the development of hybrid molecular circuits whose dimensions
are below a few nanometres per interconnects.

To circumvent this miniaturisation problem, Carter [7] suggested to incorporate
the full circuit in a single molecule suppressing all the metallic wiring and
interconnections. Since then, numerous monomolecular electronic circuits have
been proposed reaching the large single-molecule Boolean binary adder [9]. These
intramolecular circuits were designed assuming the validity of the Kirchhoff laws
for the bonding in series and in parallel of molecular groups to form the intramolec-
ular circuit. However, the standard electrical circuit Kirchhoff laws are not directly
applicable along a single molecule [3]. To design intramolecular electronic circuits,
we have first established the intramolecular circuit laws to be used [2] and then
developed a new intramolecular circuit simulator software N-electrodes Elastic
Scattering Quantum Chemistry (N-ESQC) [1] respecting the quantum physics
laws driving the serial and parallel bonding of molecular chemical groups in an
intramolecular circuit and of their valence electronic structures [2]. The primary
purpose of our N-ESQC circuit simulator was to describe the tunnelling electron
transport through the various branches of a monomolecular circuit connected
externally to several metallic nano-pads. Using N-ESQC in its semiempirical
EHMO version, simple prototype of molecule logic gates like “AND”, “OR” and
“XOR” were presented in [1, 10, 13, 14]. N-ESQC can also be used for the design
of more complex electronic circuits such as a digital “half-Adder” or a “full-adder”
integrated in a single molecule. The supporting surface of the full molecule circuit
and its contacting metallic nano-pads can now be also described to take into account
the surface leakage current [4].

In Sect. 2, the new intramolecular meshes and nodes circuit laws are recalled.
Monomolecular circuits using a single intramolecular node and a variety of
elementary Boolean molecule-logic gates built from them are discussed in Sect. 3.
In Sect. 4, we present an application of those new circuit rules to balance a molecule
4-branch Wheatstone bridge which contains one mesh and four nodes.
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2 Intramolecular Mesh and Node Circuit Rules

At low bias voltage and for any of the Fig. 1 molecule circuits, electrons are
transferred through the molecular orbital tunnel paths offered by the conjugated
branches of those intramolecular circuits. To a good approximation [12], the tunnel
current intensity measured by an external macroscopic circuit connected to any
combination of two electrodes i and j on the circuit is proportional to | V;; 2.
This electronic coupling V;; is introduced by the molecule itself between the
selected i and j electrodes. With a molecule in the junction, V;; is generally much
larger than the direct through space electronic coupling between those i and j
electrodes but with no molecules in this (i, j) tunnel junction. In some cases,
a molecule can introduce specific electronic interference effects by its specific
topology, chemical composition or molecular orbital structure. This will reduce the
low voltage conductance of the tunnel junction as compared with its conductance
with no molecule in the junction.

Let us now consider two molecular wires M| and M,. Each one is able to
introduce, respectively, an electronic coupling V;;, and V;;, when jumping over
the i — j tunnel junction (Fig.2a). At small coupling, that is, for an electronic
transparency of each individual molecular wire much lower than unity, the electronic
coupling introduced between the i and j electrodes by the “in series” molecular
wire My — My is Vijseries = k.Vjj,.Vij, with k a normalisation factor (Fig. 1a).
For two molecular wires bond in parallel, there are two different cases. When the
nodes are on the metallic electrodes, each molecular wire brings its independent V;;
contribution to the inter-electrode electronic coupling (Fig. 1d). When the two nodes
are part of the molecule and by using two other auxiliary molecular groups L and
L, connected each side to an electrode, the final electronic coupling to consider is
the one introduced by the new molecule L; — M, || My — L,. This new molecule
creates two different tunnel paths: the L; — M| — L, path accounting for a Vj;,
electronic coupling and the L — M, — L, path accounting for another V;;, electronic
coupling between the two electrodes (Fig. 1b). In this case, the electronic coupling
between electrodes i and j introduced by the complete L — M || M,— L, molecule
is simply Vjj para = Vij, + Vij, (Fig. 1Db).

Starting from these three ways of superposing electronic couplings through
molecule(s) and at small electronic coupling, the conductance G of a metal—
molecule—metal tunnel junction is easily deduced from the proportionality between
the current intensity and the square of the electronic coupling [12]. In series, for
the M|, — M, molecule, it comes G « G;.G, with G| and G,, respectively, the
conductance of M| and M, groups measured separately. When two molecules M
and M, are connected in parallel to the two electrodes of the junction (Fig. lc),
the standard G = G; + G, resumes with some corrections depending on the
adsorption distance between the two molecular wires M| and M, on the surface
of the electrodes [16]. With a L — M, | M, molecule where only the L to
M; || M, node belongs to the molecule (Fig. 1d), the standard G = G| + G,
resumes taking into account each electron transfer path independently. Each path
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Fig. 1 Simple circuit diagrams of the different series and parallel association of molecular wires
M, and M, discussed in the text. The two molecular wires are (a) bonded in series, (b) forming
a single molecule with 2 intramolecular nodes, (c¢) connected in parallel on the metallic pads and
(d) forming a single molecule with one intramolecular node

leads already a product of two conductances according to the series circuit law
given above. There is here again a possible renormalisation depending on the
adsorption distance between the two molecular wires M| and M, on the surface
of the electrodes [1,3]. Finally, with a single L; — M, | M, — L, molecule (Fig. 1b)
where the two nodes L; to My || M, and M, || M, to L, belong to the molecule,
G = G; + G, + 24/G1.G, with G and G, the conductance of the L — M; — L,
and L; — M, — L, molecule taken separately [16]. This results comes from the fact
that at low coupling, G | Vij para 1*=| Vijy I* + | Vijy I* +2Vij, Vij,.

One interesting and simple example is the molecule circuit presented in Fig. 2
that is made of five molecular branches and interconnected only to two metallic
electrodes. Its 2-terminal conductance can be calculated using the N = 2 version of
EHMO N-ESQC [1]. As expected, there is a pronounced interference effect in the
middle of the HOMO-LUMO gap of this 5-branch molecule (Fig. 2c). The overall
electronic conductance of this molecule circuit can be calculated by decomposing
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Fig. 2 The scattering properties of a 5 branches-4 electrodes molecular bridge. (a) The detail
atomic structure of the molecule. A central perylene branch was included to mimic an internal
measurement branch. (b) (Plain) is the EHMO-ESQC calculated 77,(E) transmission coefficient
and (dashed) the predicted T1,(E) applying the intramolecular circuit rules discussed in this
section for the 4 molecular fragments given in (¢). (Dash/point) is the T1,(E) variation for the
single molecular branch as presented in the insert to show the origin of the destructive interference.
(¢) The (a) intramolecular circuit can be decomposed in 4 tunnelling paths to apply the parallel
superposition rule and predict the transmission coefficient through the molecule in (a) and (b).
Molecules 1 and 2 are for the contribution of two short tunnel paths and molecules 3 and 4 for the
contribution of the two longer paths through the central perylene wire

M,

this circuit in 4 molecular branches M, M,, M3 and M, (see Fig. 2) and by applying
the intramolecular circuit rules given above to this decomposition. From nano-pad 1
to nano-pad 2, there are two left M| and right M, lateral branches with, respectively,
a conductance G; and G, with G; = G, for a planar conformation. There are
also two zigzag left M4 and right M3 branches via the central perylene molecular
wires. They bring to the circuit, respectively, a conductance with G3 = G4 in
a planar conformation. The conductance of each branch is calculated after its
interconnection to the Fig. 2 metallic nano-pads using benzoperylene end groups
for the chemisorption on each nano-pad. According to our circuit rules, one has
to sum up the conductance of each branches to get the total conductance of this
circuit. But the apphcatlon of the series law indicates that G4 and G3 are much

e e presented in Fig. 2b, the conductance of
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this molecule circuit is simply G; 4+ G, since the nodes of the superposition are in
the electrodes. Using the N = 2 EHMO-ESQC technique, the energy dependent
transmission coefficients 7' (E) deduced from this rule are compared with the one
of the complete molecule. There is almost no difference in the HOMO-LUMO
gap of the different molecule paths. The destructive interference predicted for the
total molecule circuit is still present with only the M; and M, branches in the
junction. This discussion will be generalised below for the balancing rules of a
single-molecule Wheatstone bridge.

3 Intramolecular Logic Circuit with Only One Node

The next step in intramolecular circuit theory is to connect a single-molecule circuit
to three metallic nano-pads with a central molecular node where the three molecular
branches M;, M, and M3 are converging and chemically bonded (see Fig. 3).
A simple circuit is when those three branches are chemically the same using also
a symmetric central node chemical group. In this case, the charge conservation
occurs for the tunnelling transport resulting in an identical conductance for all
the two terminal molecular tunnel junction that can be defined in the 3-terminal
circuit [3] presented in Fig. 3. Of course, each elementary conductance depends on
the chemical composition of the third branch.

3.1 Three-Branch Molecular Device

A very good example of a single-node three-branch molecule circuit is the
dianthranaphtacene starphene molecule presented in Fig. 3 interacting with three
metallic nano-pads. The Fig. 3¢ EHMO N-ESQC 7' (E) transmission spectrum per
tunnel junction looks like a standard conjugated molecule 7 (E) with well identified
tunnelling resonances. In the Fig. 3 circuit, the 7' (E) spectra are all identical. One
can notice a small deviation after the LUMO resonance due to a little asymmetry in
the adsorption site between the three branches on the nano-pads [14].

3.2 Elementary Molecule Logic Gates

According to the Carter [7] and Mitre Corporation suggestions [9], Boolean logic
functions may be embedded in a molecule circuit. It remains to apply the molecule
circuit laws discussed above to design the corresponding molecules. From a
topological point of view, a symmetric 2 input-1 output OR Boolean logic gate can
be implemented by a 3-branch molecule circuit where each branch is connected
tora common central'node: Tworbranches must be chemically equivalent for the
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Fig. 3 The simple circuit diagram of a central molecular node connected to three nano-pads i, j
and k. The three M, M,, M3 branches are forming with the central node a single molecule.
(a) Schematic one-node circuit, (b) the 3-branch dianthra[a,c]naphthacene molecule circuit of
D3, symmetry formed by three anthracene fragments equivalently bond to a central phenyl
node. The molecule is adsorbed by the 3-branch-ending phenyls above the Au nano-pads. (b) A
semilogarithmic plot of the T;;(E) EHMO-NESQC electron transmission spectra (in valence
energy range) per pair of branches. The presented frontier MOs show how the valence IT electrons
are delocalized on the molecule. At resonances, this provides a good electronic conductance
through each pair of molecular branches, almost one quantum of conductance

input channels of the gate and the third branch used for output measurement.
This is exactly the Fig. 3 molecule circuit topology discussed above. Applying
input voltages (Vinput(1), Vinput(2))» @ strong condition for an OR gate to work is
that the tunnelling current coming from one of the input branch does not back
flow through the other input branch. This condition imposes that the resistance
from one-input branch to the other be larger than the circuit resistance from one
input to the output. Since the 1950s, one design practice for Boolean diode logic
is to insert a rectifier along each input branch as recalled in Fig. la. Such a
circuit design is well-adapted to realise an “OR” gate with semiconductor devices
where the input rectifiers are p-n junction diodes. The situation is different for a
molecule circuit. In this case, quantum phenomena come into play. Consequently,
the rectification effects provided by a single molecular diode, for example, a donor-
acceptor-like molecule interconnected to 2 metallic nano-pads is strongly dependent
on the chemical bond of this molecule with the others in the molecule circuit.
The molecular diode characteristics, electronic states energy position and molecular
orbital spatial expansion can be transformed by this chemical bonding through the
central node chemical bond.

Of course, many authors [8, 9, 15, 17] have proposed molecular diodes based
on the initial Aviram and Ratner design [5]. Here, the molecular diode is made by
chemically bonding an electron-donor and an electron-acceptor fragments through
an aliphatic organic chain essential to preserve the electronic structure of both
partners. Recently, we have studied the conductance and the rectification properties
of the Ratner-Aviram molecular rectifiers [1] and proposed shorter molecular diodes
more adapted for the design of OR, AND and XOR Boolean logic gates molecule
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Fig. 4 Molecule-OR. (a) Schematic diode-based classical OR logic device, (b) chemical represen-
tation of a molecule-OR, (c¢) the equivalent 3-terminal monomolecular OR logic gate and (d) the
corresponding 7o, (V1, V>) logic surface
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Fig. 5 Molecule-AND. (a) Schematic diode-based classical AND logic device, (b) chemical
representation of a molecule-AND, (c) the equivalent 3-terminal monomolecular AND logic gate
and (d) the corresponding Vou (V1, V2) logic surface

The main results of these studies are, respectively, summarised in Figs. 4-6. In
all those cases, the tunnelling electron transmission spectra between each pair of
electrodes were calculated using EHMO N-ESQC technique. The output current
intensity (or voltage) of each gate was calculated from the electron transmission
spectra by using the multichannel Landauer-Biittiker formula [6] generalised to
N-electrodes [3].

The rectifier based molecule-OR logic gate proposed in Fig.4 contains a
molecule-rectifier fragment per input branch composed of aminophenyl and nitro-
phenyl groups bonded together by a methylene fragment (C¢HsNH, — CH, —
C¢Hs5N O;). Each rectifier end is interacting with an input metallic pad via a phenyl
ring I7-chemisorbed 2.3 A in height on the Au pad. The output branch of this gate
is composed of an anthracene group. As presented in Fig. 4d, the superposition law
of the tunnelling current through this molecule works perfectly as compared to an
ideal OR logic surface. But from inside the molecule, there is no means to equalise
the logical output level “1” resulting from one-input set at 0.3 V or two-input set
also at 0.3 V. Such logical level equalisation will have to be performed outside the
molecule-OR circuit.
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Fig. 6 (a) Schematic diode-based classical XOR logic device, (b) the equivalent 4-terminal
molecule XOR logic gate, (¢) the corresponding /o, (V7, V2) logic surface and (d) a top point
of view of ideal XOR logic response compared to the N-ESQC calculated one

The standard electrical circuit design of an AND logic gate uses also two
semiconductor diodes, and a voltage drop is normally used to limit the current
and stabilise the output voltage. For this purpose, and as presented in Fig. 5, those
diodes are reverse connected in a classical AND logic circuit as compared to an OR
circuit. But along a molecule circuit, there is no voltage drop defined. Fortunately,
along a molecule logic gate circuit, the rectification does not depend on the spatial
orientation of the molecular rectifier chemical groups but on the detail location
of their HOMO and LUMO relative to the electrode Fermi level. For this reason,
the input rectifier branches of the molecule-AND circuit (Fig. 5) have the same
orientation as compared with the molecule-OR circuit (Fig. 4). With such a design,
our molecule-AND gate works only in a voltage mode. Therefore, a fourth branch
was added as compared to the molecule-OR for measuring the output potential
relative to the grounded third branch. This lateral branch is composed of a long
alkane chain embedded between two phenyl rings. The resulting molecule-AND

ogi e.is.close to-theideal one coming from a very precise tuning
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The Fig. 6b molecule performs a Boolean XOR function. In this design, the
output circuit between the electrodes connected to the molecule-XOR branches 1
and 4 is independant of the molecule-OR like part of this molecule circuit which
includes the two-input branches. Under an intramolecular tunnel inelastic effect, the
conformation of this molecule-OR part is changing. This change is detected by the
fourth lateral electrode external circuit because of the rotation of the pyrene group
induced by the inelastic effect acting of the soft mode of this conformation change.
A semiclassical model can be used to describe this intramolecular transduction
effect between the electron transferred through the molecule and its conformation
change [10, 11]. The full multichannel scattering matrix of the molecule-XOR was
calculated taking into account the chemisorption of the device at the end of the input
branches and the detail mechanics of the conformation change of this molecule. It
results a non-linear transduction effect between the inputs and the output current for
arange of tunnel current intensity of interest to monomolecular electronics. The “0”
logical output is corresponding to an /4 current around 100 pA for an output circuit
bias voltage of V' = 100 mV. The “1” logical output plateau is large enough to
stabilise a /14 current around 220 pA also for V' = 100 mV. The difference between
the “0” and “1” is large enough to be detectable. But as presented in the Fig. 6d,
our design deforms the ideal XOR response logic surface in a way that the noise
immunity of the molecule-XOR gate can compromise the viability of our design,
especially for the “0” inputs.

4 Balancing 4-Branch Wheatstone Bridge

One of the interesting applications of the mesh and node intramolecular circuit rules
is the well-known problem in electrical circuit theory of balancing a Wheatstone
bridge. In Fig. 7, a molecule-Wheatstone bridge circuit is presented composed of a
loop of 4 tolane molecular wires bonded via benzopyrene end groups to the metallic
nano-pads 1 and 3 and via pyrene end group to the metallic nano-pads 2 and 4. This
4-electrode and 4-branch molecule circuit is connected to a voltage source V and to
an amperemeter A.

Like in any Wheatstone bridge problem, one phenyl of the tolane molecular
bridge is rotated by an angle 6, = 30. It plays the role of the unknown resistance
to be determined after a good balancing of the bridge. In Fig. 7, this phenyl rotation
corresponds to a branch resistance of R, = 175M §2 [2]. Here, all the resistance are
defined by the junction resistances: R, for the 1-2 molecular wire tunnel junction,
R for the 2-3 one, R34 for the 3-4 one and Ry for the 4-1 one. Notice that for the
chosen Fig. 7 molecule circuit, the Ry3 and R34 minimum value is 78 M §2 while
keeping their planar phenyl conformation.

By definition, the molecule Wheatstone bridge is balanced when the tunnelling
current intensity /,, measured by the amperemeter A in Fig. 7b reaches zero. For
the supposed unknown 6, value, the balancing will be obtained by rotating another
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Fig. 7 (a) A 4-branch Wheatstone bridge molecule. (¢) The variation of the balancing tunnelling
current of the 4-branch-4-electrode molecule Wheatstone bridge connected as presented in (b). In
(¢), (dashed) is for the current intensity /,, (in absolute value) measured by the amperemeter A
and deduced from the standard Kirchhoff laws calculating each molecular wire tunnelling junction
resistance of the bridge one after the other from the EHMO-ESQC technique. In (¢), (plain) is the
same tunnel current intensity but obtained with the new intramolecular circuit rules discussed in
Sect. 2. (d) is the resistance of the branch used to balance the bridge as a function of its rotation
angle. The minimum accessible resistance by rotation is 78 M £2 for the short tolane molecular
wire used here (b)

phenyl of the molecule bridge by an angle 8. Following the standard Kirchhoff mesh
and node laws, this balancing would be reached respecting the “balancing equality’
Ry.R>3 = R,.R34.[2]. Following this standard electrical circuit calculations, the I,
variations as a function of Ry are obtained using the standard expression of the
central branch current intensity of a Wheatstone bridge with no resistance in this
branch [2]. On Fig. 7b, this corresponds to the external amperemeter branch. The
result is presented in Fig. 7c, and the balancing of the bridge would be obtained
when Ry = R,.

But the basic behind the above-mentioned “balancing equality” and behind the
standard calculation for /,, is that, for example, two resistances in series add up as
given by the standard Kirchhoff law. But as discussed above, this is not the case in
a molecule circuit where now two resistances in series multiply up. Therefore, the
current intensity from electrode 1 to electrode 3 is too small as compared to the one
from electrode 1 to electrode 4. As a consequence and since /,, is measured outside
the molecule bridge by the classical amperemeter A, 1, is simply the superposition
of 2 tunnel currents /,; and I,,, with I,, = I,; — I,,. Because the molecular
junctions 1-4 and 2-3 are connected in series via a metallic wire under a Boltzmann
regime of transport, it comes I,,; = V/(Rg + Ry3) and also I,,, = V/(R, + R3s).

Therefore, the balancing condition of the bridge becomes Rg + Ry; = R, + R34.
Interestingly, our molecule bridge is still balanced for Rg = R,. But as presented in
Fig. 7d, the I,, variations as a function of Ry are different with our molecule circuit




120 M. Hliwa and C. Joachim

rules as compared to the Kirchhoff circuit laws. Notice also that the conformation
variations used to balance our molecule bridge do not permit to explore Rg values
below the planar conformation one. This restricts the exploration of the possible /,,
intensity as presented in Fig. 7.

5 Conclusion

Different from the well-known G. Kirchhoff electrical circuit laws, the mesh and
node laws for molecule circuits have been discussed. On simple examples, we have
demonstrated how those laws are well-adapted for intramolecular tunnelling elec-
tronic circuits design like Boolean molecule logic gate circuits. Those molecule cir-
cuits are smaller than the ones proposed by many authors in the past [5,7,9,17]. Fur-
thermore, we can now design molecule logic gates where the output current intensity
is of order of a few ten of nA for input bias voltage of 100 mV. However, this
improvement is not sufficient for integrating elementary logic gates inside a more
complex molecule logic circuit with the objective to obtain again measurable output
current intensities. Inside a molecule logic circuit, an electronic functional molec-
ular group (resistance, rectifier, elementary logic gate, etc.) can play its assigned
role when it is electronically relatively decoupled from the others of the same
circuit. This can be achieved by inserting saturated aliphatic chains in between these
functional groups or by twisting the different part of the molecule circuit. But this
electronic separation goes against the necessity of a selective delocalization among
the different branches of the molecule circuit to obtain a very large output current
intensity. The electronic interactions between the molecular orbitals localised on the
various parts (rectifiers, branches, etc.) of the molecule circuit lead to interference
phenomena, resonances and transmission peak overlapping in the valence molecular
orbital region of the electronic spectrum associated to the global circuit. This mod-
ifies in a drastic way the electronic behaviour of the individual functional group in
the molecule circuit. Finally, the intensity of the output current does not only depend
on properties of neighbourhood and on the electron cloud overlapping in between
the individual functional groups. It also depends on the electronic interaction of the
total molecule circuit with its multiple contacting metallic nano-pads and on the
interactions of this molecule circuit with the supporting surface.
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Modeling and Simulation of Electron Transport
at the Nanoscale: Illustrations
in Low-Dimensional Carbon Nanostructures

Vincent Meunier, Eduardo Costa Girao, and Bobby G. Sumpter

Abstract This chapter showcases selected illustrations of various manifestations of
nanoscale and molecular electronic effects as investigated by quantum mechanical
methods. The examples include results demonstrating (1) how graphitic nanorib-
bons can be assembled into multiterminal networks and the influence on electron
transport; (2) how the position of a single embedded molecule can be modified
to change the overall conduction state of a nanowire; (3) how carbon nanotubes
can be assembled into complex covalent arrays and how these can be obtained
experimentally; (4) how quantum interference can be understood as emerging from
the presence of multiple levels of confinements in carbon nanorings; (5) how new
functionality emerges at the nanoscale due to the interplay of magnetic, electronic,
and structural properties of individual graphitic nanoribbons assembled into wiggle-
like structures; and (6) how quantum chemical modeling can lead to the design of
electrodes with enhanced interfaces for molecular coupling.

1 Introduction

The unification of scalable mathematical algorithms, novel electronic structure
methods, advanced computing tools, and petascale computational performance have
enabled the development of predictive tools for the discovery of novel phenomena
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and principles for the design of new molecular electronics with breakthrough
properties. Theoretical methods have now evolved to a point where the properties of
materials can be successfully predicted based essentially on their atomic structure
and with limited or no experimental input. As a consequence, computational
sciences capabilities can substantially speed up the search for novel materials and
devices, especially when theoretical work proceeds in parallel and in collaboration
with strong experimental efforts. In this chapter we review our recent progress in
describing electron transport at the nanoscale and how this work provides unique
physicochemical insight that is applicable to the development of novel materials and
devices. Indeed, detailed understanding of how quantum mechanical effects impact
electron transport and other electronic processes within nanostructures and across
interfaces is critical for enabling new innovations.

2 Electronic Transport at the Nanoscale

When describing electronic transport at the nanoscale, the device’s size is smaller
than the phase coherence length and quantum interference effects become promi-
nent, demanding a full departure from the macroscopic description of Ohm’s law.
In a perfect crystalline system such as a pristine nanotube, for instance, electrons do
not suffer phase-breaking collisions, thereby marking the onset of ballistic transport.
When we relax the defect-free assumption, electrons traveling through the system
experience scattering events, thereby increasing the probability for electrons to not
be transmitted. These quantum mechanical aspects are captured by the Landauer
formalism, which states the following for the conductance between two terminals n
and m in the low bias and zero temperature limits [4]:

2¢?
Tn—)m. 1
h M

Gn—)m

This result expresses the essence of the formalism, namely, “conductance G is
transmission probability 7.” Landauer’s theory is frequently used for computing
electronic transport properties of nanoscale systems within the framework of
Green’s function (GF) formalism.

The basic system under consideration in the problem of electronic transport at
the nanoscale is the one composed by a central scattering region (%) in contact with
anumber (N) of semi-infinite terminals (.4;,/ = 1,2,..., N) as depicted in Fig. 1.
Each terminal is built from the repetition of a characteristic unit along a specific
(periodic) direction. In practice, it is typical to employ the tight-binding approach
where the principal layer (PL) of each electrode is defined so as to interact only
with the first-neighbor cells. This allows one to write the problem in a convenient,
numerically solvable way. Even though the Hamiltonian of any extended open
system is infinite and nonperiodic, we can still treat the conductor’s GF (G¢) in
tesms,ofa;modified,;Hamiltoniangepresenting the central conductor:
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Fig. 1 Basic system for
electronic transport
calculations. A central
scattering region ¢ coupled
to the semi-infinite terminals
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where 7 — 07 is a small complex number added to (subtracted from) the energy to
avoid singularities in the calculation of the retarded (advanced) GF. Here, H¢ (H))
[Ac; and hyc] is the tight-binding Hamiltonian describing € (.%) [the interaction
between ¢ and .Z7], and the so-called self-energy matrices (X;) can be interpreted
as effective potentials which formally describe the effects of the semi-infinite
terminals on 4. In other words, the sum of the Hcs Hamiltonian with the self-
energies represents a finite central conductor satisfying the boundary conditions
corresponding to the extended system [4]. Even though the X, terms still depend
on infinite matrices, we can write them in terms of finite matrices describing the
interface between ¢ and the first PL from .2 and determine them by recursive
methods [14]. Finally, the quantum transmission is obtained by [4]

Thom Tr(FnGEFmG?j)s I, = l(Zl — EIT)' 3)

3 Applications

Exploration of how electrons are transported through materials at the nanoscale
and the influence of quantum confinement, defects, and interfacial interactions
are critical for developing the next generation of materials and electronic devices.
Indeed this general topic was recently identified as one of the five basic grand
challenges for science and engineering [7]. Below, we highlight some recent
examples of calculations showing novel results and promising behaviors.

3.1 Multiterminal GNR Junctions (Fig. 2)

The system in Fig.2a is a 60° in-plane junction between two zigzag-edged
nanoribbons [1]. The asymmetry brought about by the antiferromagnetic ground
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Fig. 2 Four different ways to create multiple graphitic nanoribbon (GNR) junctions

state in the zigzag GNR leads the spin channels to proceed in different directions
along the arms of the junction. The plot reproduced in Fig.2b is the result of a
tight-binding calculation showing electron transmission in an out-of-plane junction
between 15nm wide armchair and zigzag nanoribbons. The two structures are
bound by weak van der Waals interactions, making it possible for the device
to operate as a switch or rheostat. The black (red) curve corresponds to the
in-plane transmission probability measured at 0.5 (—0.5) V. The blue (green) curve
represents the conductance across the junction at 0.5 (—0.5) V. The significant
conductance difference could be exploited for switching applications [1]. Figure 2¢c
is a representation of a covalent junction between two parallel zigzag GNRs.
The cross-links are induced by electronic irradiations such as those experienced
by carbon nanostructures observed under a high-resolution transmission electron
microscope. The irreversible transformation is shown to cause significant out-of-
plane electron transmission, indicating possible applications for stable information
storage [3]. Three-terminal GNR arrangements where cross-linking is ensured by
small carbon-rich chains are shown in Fig.2d. This setup is well-suited for the
investigation of electronic interference effects between wave packets originating
from two different electrodes and collected at the third [13].
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Fig. 3 Carbon
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3.2 Nonvolatile Memory Elements (Fig. 3)

Carbon nanotubes have been shown to allow for the facile absorption of small
organic molecules inside their inner core, and the resulting self-assembly of basic
low-dimensional structures can lead to interesting nanotechnological applications.
Figure3a is a schematic representation of a nonvolatile memory device design
where single bits of information are stored in the position of a single molecule
(TCNQ) relative to the host nanotube container. Large-scale quantum chemistry
calculations were employed to demonstrate that when a molecule is associated with
a carbon nanotube of appropriate diameter, the flat molecule can assume a number
of metastable positions relative to the nanotube walls. Here, Fig.3b, c represent
parallel and perpendicular arrangements corresponding to two local minima on the
absorption energy surface of the system. The converged Fock matrix expressed
in the localized basis employed in the quantum chemistry calculations is recast
into an open-system configuration, allowing for computing transport properties,
shown in Fig. 3d. The important result here is that the two stable positions depicted
in Fig.3b, ¢ have very distinct conductivity, thereby leading to a way to read
the ON and OFF states. Writing information can be achieved by a number of
electromechanical approaches, such as the application of time-dependent electric
field or by applying a radial strain to the nanotube wall [9].
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Fig. 4 Multiterminal
interconnects based on the
covalent junctions between
carbon nanotubes

3.3 Carbon Nanotube Covalent Networks (Fig. 4)

Figure4a is a ball-and-sticks representation of a super-diamond three-dimensional
crystal structure where each carbon nanotube is crystallographically equivalent to
a C—C bond in the conventional diamond structure [11]. The resulting system
possesses a large number of pores, corresponding to a topological structure with
a large genus. The high genus can be accounted for by the insertion of heptagonal
and octagonal carbon nanorings, located at the junction. The insert of panel a in
Fig. 4 shows the experimental evidence of a possible method to create such complex
networks during growth using a small amount of sulfur in the precursor to induce the
formation of multiple junctions [10]. The close-up view of sulfur-induced junction
in Fig.4b shows a three-terminal carbon fiber. Such networks have high potential
for nanocircuit design, including logical operations and memory storage. Figure 4c
shows that structural changes (bond rotations) within the branches of this type of
network (a two-dimensional super-graphene network is illustrated here) control the
electronic flow along predetermined paths [12]. This concept was demonstrated
theoretically using a tight-binding based scattering approach (Fig.4d) where an
incoming electronic wave packet is found to bounce on the defects and, instead of
being reflected back into the source (top right), is reinjected along a different path
(top left).

3.4 Nanotori: From Two Dimensions to Zero Dimension
(Fig. 5)

of quantum confinements from two
(nanotorus) in carbon nanostructures.
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Fig. 5 Quantum mechanical
interferences in carbon
nanotori

The confinement is best illustrated on its effect in the Brillouin zone (central
panel) where we show cutting lines induced by cyclic boundary conditions
imposed by wrapping graphene along a chiral vector to form a carbon nanotube
(separation ~ 1/r) and a carbon nanotorus (separation ~ 1/R) where r and R are
the nanotube and torus radii, respectively. Note that R >> r and the relative separa-
tions between the two sets of lines are not at scale. Figure 5b shows how electrodes
are inserted into the carbon nanoring to effectively create an interface between
the nanotube system and external electrodes. The relative angle « is in principle
arbitrary, as long as the electrode can be inserted into the nanoring lattice and can be
quasi-continuously varied around the torus [6]. In order to guarantee that each car-
bon atom remains connected to three other carbon atoms, heptagonal and pentagonal
defects are included at the joints. Note that the system shown here has a genus g =
2, therefore requiring the presence of a total of 12 more heptagons than pentagons,
all located at the junction with the electrodes (similar effects can be achieved with
higher order rings, such as octagons). Figures 5c, d show the interference patterns
due to the electronic wave traveling along the two nonequivalent paths of the torus
(i.e., clockwise and counterclockwise), as illustrated in Fig. 5¢ by green and yellow
wavy lines, respectively. Figure 5d shows the resulting interference pattern in the
conductance for a metallic system (top) and semiconducting one (bottom). The
latter is marked by a ~ 1 eV gap around the Fermi energy located at E = 0.

3.5 Graphitic Nanowiggles, GNWs (Fig. 6)

combining GNRs of different edge
armchair (AA), armchair-zigzag (AZ),
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Fig. 6 Seamless junctions a b
between graphitic
nanoribbons assembled into
ordered one-dimensional
systems: the case of graphitic
nanowiggles (GN'Ws)
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zigzag-armchair (ZA), and zigzag-zigzag (ZZ) systems with atypical electronic,
structural, and magnetic properties [2]. Figure 6 illustrates the unusual physics
of the AZ nanowiggles. A sketch of the (7,5)az is shown in Fig. 6a, where the
numbers used to determine the geometry correspond to the number of parallel (W)
and oblique (W) lines with respect to the periodic direction. Figure 6b illustrates the
possible magnetic states that such a multi-domain system can assume (the red and
black dots represent spin up and down, respectively). The magnetic properties are
dominated by spin distributions located essentially at the zigzag edges. The spins
organize in a ferromagnetic manner along the edge of a given domain. However,
similar to zigzag GNRs, the electronic ground state corresponds to an AFM
arrangement where spins in opposite edges are flipped with respect to one another.
Using a tight-binding + Hubbard model (parametrized on DFT calculations) [15],
we established a systematic relationship between the electronic bandgap and the
atomic structure for a series of structures in their various metastable magnetic states
(Fig. 6¢c, with the range of color scales provided in Fig.6d). The bandgap of the
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Fig. 7 Example of electronic transport calculations using quantum chemistry calculations to
determine the Hamiltonian matrices required to recast a finite-size problem into an open system,
within density functional theory

structure is found to vary over a wide range, indicating the possibility of devising
optoelectronic and spintronic devices with tailored properties [5].

3.6 Transport Measurements in Modified Molecular Interfaces
(Fig. 7)

The objective of the study depicted in Fig.7 is to demonstrate that molecule-
electrode coupling can be enhanced by a proper choice of chemical environment
at the interface. Shown in Fig. 7a are the I-V curves for a Guanine molecule sand-
wiched between three types of carbon nanotube-based electrodes. Ball-and-sticks
representations in Fig. 7b—d correspond to nitrogen-terminated, carbon-capped, and
hydrogen-terminated end saturations. Here, carbon, nitrogen, oxygen, hydrogen,
and phosphorus are shown in blue, yellow, red, white, and gold, respectively. The
presence of nitrogen greatly enhances the signal measurable in such a setup as a
result of better matched electronic molecular states at the interface. Similar results
were found for adenine, thymine, and cytosine [8].

4 Conclusions

Modern theoretical and computational science provides opportunities to explore
physics and chemistry at the length and time scales where the material properties
i i a “key” to performing predictive design.
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In this chapter we have reviewed recent work in nanoscale electron transport that
has delivered new understanding that can be useful for novel electronic devices
and mesoscale materials design, such as nonvolatile memory at the single molecule
level (Fig. 3), spin filters, spintronics and magnetics (Figs. 2 and 6), smart networks
(Figs.4 and 5), and DNA sequencing (Fig. 7).
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First-Principles Simulations of Electronic
Transport in Dangling-Bond Wires

M. Kepenekian, R. Robles, and N. Lorente

Abstract It has recently become possible to calculate at an ab initio level electronic
transport in atomic and molecular systems connected to semi-infinite electrodes
under an applied bias. In this chapter, we show how electronic structure calculations
based on the density functional theory (DFT), followed by the use of nonequilibrium
Green’s functions (NEGF), allow one to simulate the electronic transport in various
systems. This method is apply to the problem of electronic transport in dangling-
bond wires built on the Si(100) surface.

1 Introduction

In the past few years it has become possible to measure charge transport across many
different types of nanoscale systems such as molecules [1-3], nanowires [4, 5], or
carbon nanotubes [6]. The development of such systems is of prime importance
for molecular electronics [7, 8], which constitutes the best chance to overcome the
physical limits in the miniaturization of electronic devices [9, 10].

There is no doubt today that electronic structure calculations constitute an impor-
tant tool to scrutinize the physics of new materials. For many years, parametrized
approaches have furnished an elegant and efficient way to deal with large systems.
However, they are now more and more often replaced by ab initio methods that are
conducted without having to introduce system-dependent parameters. In particular,
the advent of density functional theory (DFT) [11, 12] has led to calculations
offering quantitative agreement with experiments in a number of various problems
such as spectroscopy or catalysis. Even if it suffers from a number of important
flaws, there are careful studies that show static DFT to be a good quantitative
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choice to study electron transport in many interesting situations [13—15]. Hence,
DFT remains the proper choice to reach the best level of accuracy at the lowest
computational cost.

In the setup described above, the system is neither isolated nor periodic and
one cannot use the normal periodic boundary conditions which are a standard
ingredient in electronic structure calculations. This situation can be addressed within
DFT by calculating the exact scattering states [16]. Another popular approach is
to use nonequilibrium Green’s functions (NEGF) [17, 18]. As with the scattering
approach, the NEGF method permits us to obtain electronic currents, densities, and
potentials at a finite applied voltage. Several working implementations of transport
calculations based on DFT and NEGF are available. We mention here two because
they are related to the approach we are going to briefly present. These are the
TRANSIESTA code [19] and the SMEAGOL one [20]. Both are based on strictly
localized electronic basis set which permit us to clearly separate the different spatial
regions of a transport problem in electrodes and the contact or the device region.

The purpose of this chapter is to give a brief introduction to the DFT-based NEGF
method to calculate electronic transport in materials. As an illustration, the problem
of electronic transport in dangling-bond wires built on the Si(100) surface is treated.

2 The DFT-NEGF Method

In its Kohn—Sham formulation [12], density functional theory is a mean-field the-
ory [21]. This means that it treats a one-particle like Schrodinger equation with some
effective potential, the exchange and correlation potential. These particles actually
solve the Kohn—Sham equations, and they are no more than an approximation to
actual electrons. One should keep in mind this point when comparing electronic
levels, electronic wave functions, and eventually transport properties computed for
Kohn—Sham particles.

Nowadays, a large type of potentials exists to obtain the Kohn—Sham equations.
Typically, these potentials are local and semi-local, losing information on nonlocal
interactions between electrons. Thus, the usual approximations of DFT, i.e., the local
density approximation (LDA) and the generalized gradient approximation (GGA),
fail to describe properly effects such as van der Waals interactions.

As in any quantum chemistry code, DFT implementations use an electronic basis
set to express the Hamiltonian. The typical basis sets are either local, usually atomic
strictly localized basis sets [22], as in the case of SIESTA [23,24] (TRANSIESTA
and SMEAGOL for the transport implementations [19, 20]), or extended, typically
plane waves as in the case of VASP [25]. Local basis sets are particularly suited for
insulators and molecules, where electrons are localized, while plane waves are more
suited for metals.

DFT-based calculations usually give reliable and predictive results for properties
such as structural geometries, vibrational frequencies, or energy barriers. Besides,
in'therparticular frame of "a'setuprconsisting in right and left leads and a contact
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L C R

Fig. 1 Schematic picture of the division of the system into a central contact (C) and left (L) and
right (R) electrode regions. The z axis corresponds to the transport direction

region, DFT is probably the only scheme offering the opportunity to describe with
appreciable accuracy the whole system on the same footing given the large amount
of atoms, as described next.

We consider the following situation (see Fig. 1): a left semi-infinite electrode
(L), a contact region (C), and a right semi-infinite electrode (R). We use an atomic
orbital basis set with a finite range as implemented in the SIESTA DFT code [23,24].
This basis enables us to split the space into these regions. Let us note that these
basis set is not orthogonal, and thus, the overlap (¢« |¢g) = S« g has to be taken into
account. This specific problem does not affect the fundamental ideas and has been
previously thoroughly treated [19], so it is not discussed here.

The electrode regions L and R are chosen to have a perfect layer structure with
a potential converging to the bulk values. That is to say that all the disturbances in
the C region are assumed to be screened out before the electrodes. This assumption
can be tested by including a larger fraction of the electrodes in the central region. In
this way, there is no overlap between the L and R regions. Thus, the matrix takes
the following form:

H, V. 0
A = |Vl He Vg (1)
0 Vi Hg

where H; and Hy, are semi-infinite tri-diagonal matrices,

hL v 0
VE hL v 0

H, = @)

OVEhLVL'

The intralayer (h) and interlayer (v) Hamiltonians are identical to the corresponding
Hamiltonian for the semi-infinitely repeated layer structure for the L or R electrodes
and can be calculated once and for all using periodic boundary conditions. The
electron density, n(r), is then obtained via the density matrix Dgg:
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n(r) =Y ¢u(r)Dapgpp(r). 3)
a.p

The latter can be obtained from the retarded Green’s function matrix G (as defined
by (4)):

G(E)=(E+i§—0)"! “)

D= [ SonnE - Ei[G(E) - 6'(E)] )

where EF is the Fermi energy, np(E) is the Fermi distribution function, and § is a
positive infinitesimal.

Equation (5) is only true in equilibrium, i.e., when no bias voltage is applied
between the left and right electrodes. In principle the Green’s function matrix G
involves the inversion of an infinite matrix corresponding to the infinite system.
However, we are only interested in what takes place within the contact, C-region.
Then, we limit ourselves to the inversion of the finite matrix by taking the effect of
the electrodes in effective “optical” potentials also called “self-energies”:

Gcc(E) = (E+i§ —He — Z1(E) — ZR(E)™! (©6)

where the so-called (one-electron) self-energies, X' g, fully take into account the
coupling of C to L and R. Thanks to the perfect semi-infinite layer structure
of the electrodes, the self-energies can be calculated exactly using recursion-like
methods (“decimation” in TRANSIESTA or exact identities with Green’s functions
in SMEAGOL). We can write

hL v
H; = 7
L (VE HL) (7

The inverse g; (respectively, gr) of H;, (respectively, Hg) restricted to L (resp. R)
is obtained. We can then solve (4) and (6) and find

SL(E)=V}gV, ®)
Zr(E) = Vigr Vi )

Roughly speaking, the real part of X'; g describes the change in energy levels in
region C due to the bond formation with the L, R electrodes, whereas the imaginary
part describes the decay (inverse lifetime) of electronic states located inside the
C -region.

Defining I'; g (E) related to the imaginary part of the corresponding self-energies
and hence to the inverse lifetimes of electronic states in the C -region (see (10)), we
can write the density matrix, which is related to the density inside region C resolved
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I(E) =i (S0(E) - S[(E)) (10)

D= / %nF(E — Ep) [GILGY(E) + GIRGH(E)] (11

where we have assumed that all the matrix elements are restricted to the C-region
and thus discarded the CC label.

One can show [19] that the first (resp., second) term of (11) corresponds to the
electron density in C due to the filling of scattering states originating in the left
(resp. right) electrodes. In equilibrium, these scattering states are filled up to the
common Fermi level Ef = ER = Ep. The situation is different out of equilibrium.
In this case, there is a voltage drop and a difference in the filling of the scattering
states, and the two terms in (11) acquire different Fermi functions:

D= / c;E (nF(E — EF)[GILGT(E)]| + np(E — EF) [GFRGT(E)]) (12)

b
which can also be written in terms of the lesser Green’s function [17],
dE
D= / —( - iG<(E)) (13)
2

The latter equation describes how the charge density in C responds to the
voltage V' making the chemical potentials differ in electrodes left and right, i.e.,
EL — ER = eV. The two electrodes are still described by their bulk quantities
except for a constant shift in the Kohn and Sham potential for electrons and in the
electrode’s Fermi energy. Thus, it is assumed that the current has spread out and the
change in electron density due to the nonequilibrium situation is totally screened in
L and R.

In the DFT approach, we calculate the electronic density and potential in a self-
consistent cycle solving the Kohn—Sham and Poisson equations but now using the
expression in (12) for the electron density inside C. This enables us to calculate
the voltage drop in a current-carrying device, which is a nontrivial quantity. Plus,
the nonequilibrium situation changes the electron density in the atomic bonds and
will lead to forces and structural changes.

In the case of elastic electron transport, the conductance G can eventually be
calculated following a Landauer-Biittiker-like formula [18]:

G = G, / dE (nF(E — ELy — np(E - Eg))Tr[tTt](E) (14)

where Gy is the quantum of conductance Gy = 2e?/h and the transmission
amplitude matrix, t, involves the decay rates to the left and right electrodes and
the matrix elements of the retarded Green’s function between orbitals connecting
L and R [26],

(rp)'? (15)
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The transmission itself depends on the applied voltage through the change in the
self-consistent potential landscape in the C region (i.e., the change in H¢ in (1)
with applied voltage) and the rigid potential shifts of the electrodes relative to each
other. An equivalent way to write the conductance is

G = Gy / dE (nF(E — EL) —np(E — E§))Tr[FRGFLG*] (16)

The total transmission, Tio(E) = Tr[t't](E), can take values greater than 1
corresponding to several transmitting channels. This can be investigated using the
so-called transmission eigenchannels [27,28]:

To(E) =) |w(E) (17)

which corresponds to a basis change to scattering states so that t becomes diagonal
with values 0 < |7,| < 1 in the diagonal. By plotting the corresponding scattering
states at a particular energy, one can get information on what orbitals contribute to
the conduction.

An illustration of the use of all these tools is presented in the next section in the
particular case of Si dangling-bond wires.

3 Application to Si Dangling-Bond Wires

In the mid-1970s, it was proposed that a single molecule could perform the same
basic functions of electronics than traditional silicon-based technologies [7, 8]. One
remaining challenge is to create a frame, at atomic scale, where a number of these
“molecular processors” could be (1) assessed and (2) interconnected to construct
a complete circuit. It has been shown that such structures can be obtained using
the scanning tunneling microscope (STM), which can selectively remove atoms
on the surface of semiconductors to construct lines [29-35]. The dangling bonds
(DBs) created by the removal of atoms introduce then states in the band gap of the
semiconductor. An important example of such fabrication is the DB wire produced
by the selective removal of hydrogen atoms from an H-passivated Si(001) surface
along the Si dimer row (see Fig.?2). This DB wire has a single dangling bond per
Si atom, offering a 1D metallic band within the gap (see Fig.2c). The transport of
such a wire has been previously inspected by extended Hiickel calculations and a
tight-binding model [36,37]. Here, we use first-principles calculations based on den-
sity functional theory (DFT) as implemented in SIESTA [23,24]. Calculations have
been carried out with the GGA functional in the PBE form [38], Troullier—Martins
pseudopotentials [39], and a basis set of finite-range numerical pseudoatomic
orbitals for the valence wave functions [22]. Structures have been relaxed using
a,double-& polarized basisysets,[22]-while the conductance has been computed,
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Fig. 2 Atomic structure of (a) the Si(100)-(2x1)-H surface and (b) the infinite ideal wire drawn
along the y direction. H atoms are depicted in cyan, while Si atoms are depicted in red (surface
dimers), yellow (others), and blue when holding a dangling bond. (¢) Band structure of the ideal
wire along the direction of the wire
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Fig. 3 (a) Transmission as a function of energy through the ideal wire (black solid line). (b) and
(c) display the channels 1 and 2 at E — Er = 1.0 eV, respectively. Color code: real, positive in
blue; real, negative in red; imaginary, positive in silver; imaginary, negative in orange

using a single-{ polarized basis set, by means of the TRANSIESTA code [19]. In all
cases, an energy cutoff of 200 Ry for the real-space mesh size has been used.

Figure 3a shows the transmission of an infinite ideal wire. As expected from
the band structure, the transmission exhibits clear steps featuring the existence of
two channels between 0.08 eV and 0.26 eV above the Fermi energy, with only one
remaining for £ — Er taken between —0.53 and 0.08 eV. This result differs from the
one previously obtained by Kawai et al. [37] from tight-binding calculations, where
the one-channel domain is as large as the two-channel one (~ 0.4 eV).

An intuitive picture of the transmission through these wires would be that it arises
from the direct coupling between DBs. However, the substrate is thought to play an
important role in the transport [37]. This can be seen by computing the transmission
eigenchannels. Indeed, it is clear from Fig. 3b, c that channels imply not only the
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orbital corresponding to the DB but also orbitals from the sublayers. Another point is
that there are no two distinct paths corresponding to each channel, but a modulation
of phase corresponding to k vectors with values of k; ~ —n/(2a) and k; ~ 0
(where a is the distance between two DBs).

Unfortunately, the configuration of the ideal DB wire is not stable, and a Peierls
distortion takes place, involving a metal—insulator transition. The unstable DB wire
can also relax in two magnetic forms resulting from the antiferromagnetic (AFM)
and ferromagnetic (FM) coupling of adjacent DBs, respectively. The description
of these different states has been the subject of intense activity with DFT-based
calculations [40—48]. In particular the magnetic solutions appear to be more stable
than the distorted structure, referred to as the nonmagnetic (NM) wire, when dealing
with finite-size wires [46,48]. Although these relaxed periodic structures break the
metallicity of the DB wire by opening a gap, it does not preclude us from finding
transport through a finite wire of DB, and ab initio calculations can predict the
transport properties of the NM, AFM, and FM wires.

As presented in the previous section, the system is divided into left and right
electrodes (L and R) and a central scattering region (C), in our case the different
possible wires (Ideal, NM, AFM, and FM). In order to avoid the sensitive problem
of the description of the interface between realistic electrodes and the DB wires, we
choose to take advantage of the metallic behavior of ideal wires and use them as the
source for injecting electrons into the scattering region. Thus, in our calculations,
the role of right and left electrodes are performed by semi-infinite ideal wires. In
order to have a physical stable system, the C-region is taken as the studied wire
(NM, AFM, or FM) and the interface between the ideal wire and the finite wire is a
passivated DB by a Hydrogen atom. The C-region then contains a finite wire, two
pieces of infinite ideal wires, separated by two passivated DB one in each extreme of
the finite wire. Only in this way, a relaxed, self-consistent solution could be found.

In the case of a finite-size DB wire, we observe a confinement of the DB-
wire states, thus a particle in a box-like behavior. If instead of using the open
boundary conditions, one uses periodic conditions, these confined states will appear
as essentially flat bands within the bulk gap as can be seen on Fig. 4a on the example
of a 5 DB AFM wire. The corresponding transmission exhibits peaks and dips that
can be understood by examining the confined states. As can be seen on Fig. 4b,
the states confined appear to be a sum of orbitals similar to the one observed in the
eigenchannels, underlining the major role played by the substrate in the transport
properties of the DB wires. Let us stress that the general shape of the wire’s states
corresponds to those obtained from a particle in a box problem, with an increasing
number of nodes when going to states of higher energies. The behavior is similar
for Ideal, NM, and FM wires.

Such figures of the transmission do not allow one to easily foresee what would be
the result of current measurements for any DB wire. In order to average the effect of
these peaks and dips, we can compute the current following (14). Figure 5 shows the
computed I-V curves for 5-DB wires in the ideal, NM, AFM, and FM configuration.
As can be seen, the relaxation from ideal to nonmagnetic (distorted) or magnetic
solution causes therlossrof 'onerorder of ' magnitude in the current. This trend is
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—Er (eV)

53]

Fig. 4 (a) Band structure (left) and transmission 7' (E) (right) of the 5-DB AFM wire. The states
localized on the wire are depicted in blue (solid and dashed lines for majority and minority
spins, respectively). States of the electrodes are depicted in black dashed lines. The bands of
the electrodes appear shifted due to the periodic boundary conditions used to calculate the band
structures. (b) Plot of the three wave functions of lower energy of the 5-DB AFM wire at I”
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Fig. 5 Calculated current (nA) with respect to the bias (V) for 5-DB wires. Ideal, NM, AFM and
FM wires are displayed top to bottom

much more pronounced in the case of the AFM wire at small bias. Thus, [-V curves
depend strongly from the type of DB wire. In particular, the behaviors of AFM and
NM wires—so close in energy [48]—are so different, that -V measurements would
allow one to identify the ground state beyond the shadow of a doubt.
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4 Summary and Conclusions

In this chapter, we have succinctly reviewed the technique of nonequilibrium
Green’s functions (NEGF) for electronic transport calculations, based on density
functional theory (DFT). This permits us to attain good accuracy in the atomistic
description of nanoscale devices while taking into account the full nonequilibrium
regime of electron transport. The method consists in interfacing DFT and NEGF
through the density matrix. To achieve this, a careful partitioning of the device has
to be performed in order to have well-defined asymptotic-like electrodes and the
device or contact region where the bias drop takes place.

We have briefly illustrated a NEGF-DFT calculation by evaluating electron
transport between two semi-infinite ideal dangling-bond (DB) wires of an otherwise
passivated Si(100)-H surface. Between the two semi-infinite wires, a realistic DB
wire, solution of the DFT equations has been placed. In order to achieve a physical
solution of the full problem, electrodes (semi-infinite ideal wires) and contact
(realistic finite DB wire) are partially decoupled by two passivated DB with an H
atom each. Hence, NEGF-DFT takes into account the full problem of stability and
transport. The calculations permit us to show distinct I-V characteristics for each of
the possible solutions found by DFT for finite-size DB wires, furnishing a way to
determine the structure of DB wires via transport measurements.

Acknowledgements Authors would like to thank the European Union Integrated Project AtMol
for financial support.
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Dangling-Bond Logic: Designing Boolean Logic
Gates on a Si(001)-(2x1):H Surface

Hiroyo Kawai, Francisco Ample, Christian Joachim, and Mark Saeys

Abstract Atomic-scale dangling-bond Boolean logic gates with two inputs and one
output are designed on a Si(001)-(2x1):H surface. The dangling-bond logic gates
are connected to the macroscopic scale by metallic nano-electrodes physisorbed
on the Si(100)-(2x1):H surface. The logic inputs are provided by saturating and
unsaturating surface Si dangling bonds, which can, for example, be achieved
by adding and extracting two hydrogen atoms per input. Quantum-transport
calculations were used to investigate the operation of the proposed dangling-bond
logic gates interconnected to the metallic nano-electrodes by surface dangling-bond
wires. Our calculations indicate that the proposed dangling-bond logic devices can
reach ON/OFF ratios up to 2000.
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1 Introduction

As the semiconductor industry races towards the atomic scale, it becomes imperative
to investigate how many atoms it takes to construct functional devices. The
controlled desorption of hydrogen atoms from the hydrogen-passivated Si(001)-
(2x1):H surface with the scanning tunnelling microscope (STM) tip creates surface
dangling bonds (DBs), which introduce states in the Si(001)-(2x1):H surface band
gap [1-4]. We illustrate how these surface DB states can be coupled and manipulated
to construct atomic-scale switches and logic devices.

In this chapter, atomic-scale switches and Boolean logic gates (AND, NOR,
NAND, OR) are created on a Si(001)-(2x1):H surface and analysed using quantum-
transport calculations with the elastic-scattering quantum chemistry (ESQC)
method [5]. In Sect. 1, the DB state introduced by the removal of a hydrogen atom
from the Si(001)-(2x1):H surface is discussed, followed by an illustration of the
bands derived from an infinite line of DBs running either parallel or perpendicular
to the dimer reconstruction rows on the Si(001)-(2x1):H surface. In Sect.2, a DB
wire running along the dimer rows is analysed, and the effect of the introduction
of a H-tunnelling junction along the wire is described. In Sect. 3, the designs of
two atomic-scale DB switches and their electron transport properties are presented,
followed by the designs of the four Boolean dangling-bond logic gates.

2 Dangling Bonds on Semiconductor Surfaces

Modern STM technology allows the controllable atom-by-atom removal of pas-
sivating H atoms from the Si(001)-(2x1):H semiconductor surface, as illustrated
schematically in Fig. 1a [3,4]. Removing one H atom creates one DB state. This state
is mainly composed of the p, orbital of the unpassivated Si but mixes substantially
with subsurface and neighbouring Si orbitals, as observed in the molecular orbital
image of a Si(001)-(2x1):H surface with one isolated DB (Fig. 1b). The DB state lies
within the surface band gap of the fully passivated Si(001)-(2x1):H slab. The band
structures of a fully passivated five-layer Si(001)-(2x1):H slab and a surface with an
isolated DB are shown in Fig. Ic and d, respectively. The DB-derived state can be
found near the centre of the band gap and is isolated from other bands (Fig. 1d).

A line of DBs can be created by removing a row of H atoms either along the
dimer reconstruction rows (Fig.2a) or perpendicular to the dimer reconstruction
rows (Fig.2b and c). In both cases, the DB states are introduced within the band
gap, but the couplings between the DBs are different. When the DB wire runs
parallel to the dimer rows, there is a significant through-space and through-lattice
coupling between the DBs, which results in a large dispersion of a DB wire band
(Fig. 2a). On the other hand, the bands derived from the DB wire perpendicular to
the dimer rows have very small dispersions, indicating that the coupling between the
DB dimers is small (Fig. 2b and c). The two DB-derived bands for the perpendicular
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Fig. 1 (a) Schematic illustration of the selective removal of a hydrogen atom from a H-passivated
Si(001)-(2x1):H surface using the tip of an STM. (b) Top view of a DB orbital, calculated using
DFT PBE/6-31G(d,p), as implemented in Gaussian 03 [6]. Atomic structures and corresponding
band structures for a H-passivated Si(001)-(2x1):H surface slab (c) and a H-passivated Si(001)-
(2x1):H surface with an isolated DB (d), calculated using DFT-PBE [7] as implemented in VASP
[8]. The band structure was calculated along the symmetry lines indicated on the atomic structure

wire (one above and one below the Fermi level) correspond to the so-called ¥ and
¥* bands. The DB dimers in the DB wire perpendicular to the dimer rows can be
either unbuckled (Fig. 2b) or buckled (Fig.2c). When the DB dimers are buckled
(Fig. 2c), which is known to be a more stable surface configuration for an infinite
DB wire [9], the gap between the ¥ and {* band increases. However, the two bands
still appear within the Si(001)-(2x1):H surface band gap and are separated from the
bulk and surface bands.

3 H-Tunnelling Junction Created Along a DB Wire Parallel
to the Dimer Rows

It is apparent from the band structure that the DB wire running along the dimer
rows has a higher conductance compared to the perpendicular wire, and it can act
asrar 1D quasi=ballistic:wirer Torcharacterise the electron transport properties of this
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Fig. 2 Atomic and surface band structures of a H-passivated Si(001)-(2x1):H surface slab with
(a) a DB wire running parallel to the dimer rows, with a DB wire band dispersion, AE, of 0.81 eV,
(b) a DB wire running perpendicular to the dimer rows, where the DB dimers are not buckled, and
(¢) DB wire perpendicular to the dimer rows, where DB dimers are buckled in-phase (down-up-
down-up)
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Fig. 3 (a) Transmission spectra for a H-tunnelling junction (2, 6, and 12 H) contacted by semi-
infinite DB wires running parallel to the dimer rows. (b) Semilogarithmic plots of the transmission
decay with increasing H-junction length at different energies. At the Fermi energy (-9.9eV), the

T (E) decreases exponentially with an inverse decay length, y, of 0.22 A7 for junctions longer
than 25 A. (c) Atomic structure of the H-junction

DB wire in more detail, its transmission spectrum, 7 (E), was calculated using the
ESQC method. The extended Hiickel molecular orbital (EHMO) approximation [10]
was fitted to.accurate DET band structures and used to construct the Hamiltonian of
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the system. As shown in Fig.3a (black solid line), the infinite DB wire along the
dimer rows introduces transport channels around the Fermi level, corresponding to
the DB wire-derived band between —10.2 and -9.4 eV (Fig. 2a). Next, each end of
a finite-length DB wire was contacted by metal nano-electrodes physisorbed on the
H-passivated Si(001)-(2x1):H surface to connect the wire to the macroscopic scale.
In this case, resonance peaks resulting from the individual DB states appear within
the energy range of the infinite wire band (not shown).

To evaluate the effect of the introduction of a H-tunnelling junction into the
DB wire on the electron transport along the wire, the T'(E) spectra for different
widths of the H-junction were calculated (Fig.3a). The structure of the junction
is shown in Fig.3c. The T(E) in the range of the DB wire-derived channels
decreases with increasing width of H-junction, approaching the T(E) spectrum
of the fully hydrogenated Si(100)-(2x1):H surface with a full band gap (dashed
line). A semilogarithmic plot of 7'(E) shows an exponential decay with the width
of the H-junction, with an inverse decay length, y, of about 0.20-0.23 AT Thus,
a H-junction must be at least 30 A (6 H atoms) wide to significantly weaken the
electronic coupling between the two contacting DB wires and to decrease the 7T'(E)
by two orders of magnitude. In other words, a H-tunnelling junction is not a very
effective insulating barrier [11].

4 Switches and Boolean DB Logic Gates Created
on the Si(001)-(2x1):H Surface

Although the DB wire perpendicular to the dimer rows is not effective as a
conducting wire due to the smaller coupling between the DB dimers, electron
transport along the wire in this direction is very sensitive to neighbouring DB
configurations or to changes in the electronic properties or the geometry of the DB
dimers. This property can be exploited to design atomic-scale DB switches and logic
devices [12].

One possible design of the atomic-scale switches consists of 3 DB dimers
perpendicular to the dimer rows on a Si(001)-(2x1):H surface, where each end of
this short DB wire is contacted by a physisorbed surface Au nano-electrode (Fig. 4).
The DB dimers are assumed to be unbuckled, but the buckling of the Si dimers
only slightly increases the y¥—y* gap and does not significantly change electron
tunnelling transport through the DB wire [13]. Switching between ‘ON’ and ‘OFF’
states is controlled by the addition or removal of two H atoms either on the central
dimer or on a DB dimer adjacent to the central dimer (Fig. 4). The addition of two H
atoms is defined as a logic input ‘1°, and removal/absence of the H atoms is defined
as a logic input ‘0’. The addition of H atoms to the central DB dimer in Fig. 4a turns
the switch ‘OFF’ (Fig. 4b), resulting in an inverter switch. The addition of two H
atoms to the DB dimer adjacent to the central DB dimer in Fig. 4c turns the switch
‘ON’, resulting in a follower switch. The equivalent electromechanical structure is
also shown for each switch (Fig. 4).
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Fig. 4 Atomic structures for the two proposed DB switches created on a Si(001)-(2x1):H surface.
In the inverter, the addition of 2 H atoms to the central dimer in (a) encodes a logic input ‘1°, which
turns the switch ‘OFF’ (b). In the follower, the addition of 2 H atoms to the dimer adjacent to the
central dimer in (c¢) encodes a logic input ‘1’, which turns the switch ‘ON’ (d). The equivalent
electromechanical circuit for each structure is also shown
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Fig. 5 (a) EHMO band structure of an infinite DB wire perpendicular to the dimer rows on a
Si(001)-(2x1):H surface. The atomic structure for an infinite DB wire is shown in (d). (b) Zoom
in of the band structure in (a), focused on the two DB wire-derived bands. (¢) T'(E) spectrum for
a short three-DB wire contacted by Au nano-electrodes. The atomic structure of the short DB wire
is shown in (e)

How do these switches work? Electron transport through the short 3 DB dimer
wire results from the y and ¥* states introduced by the DBs within the Si(001)-
(2x1):H surface band gap, as shown in Fig. 5. 1/ and y* states fall below and above
the Fermi energy, respectively, and the corresponding 7' ( E') resonance peaks appear
hree  and three ¥* peaks in the T'(E)
about seven orders of magnitude higher
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Fig. 6 T (E) spectra for (a) the inverter and follower in their ‘ON’ state, (b) the inverter in its
‘OFF’ state, and (c) the follower in its ‘OFF’ state. The atomic structure of each configuration
is shown in the left column. Corresponding /—V curves are shown in (d)—(f). The current and
ON/OFF ratio at —0.4 V are calculated by integrating the 7'(E) spectra between the dashed lines
indicated in (a)—(c)

than in the gap between the ¥ and ™ states. A tunnelling current, [, passes through
the DB wire when a bias voltage, V/, is applied to the junction. The vy and ¥* T (E)
resonance peaks are affected by the DB configuration, which results in a switching
in the tunnelling current. The ¥ states were used for the switches (corresponding to
a negative bias voltage) because the 1 states are more sensitive to neighbouring DB
configurations than the ¢* states. The T'(E) and /-V characteristics for each DB
configuration are plotted in Fig. 6.

The inverter in Fig. 4a is turned ‘OFF’ by passivating the central Si dimer with
two H atoms (Fig. 4b), and the corresponding 7'(E) spectrum is shown in Fig. 6b.
In the ‘OFF" state, there are two 1 and two * peaks, compared to three peaks each
in the ‘ON’ state. Note that only one resonance is observed in the v region (Fig. 6b)
because the two 7 (E) peaks largely overlap. The passivation of two central DBs
shifts one 1 and one * peak to higher energies, outside the energy range considered
in Fig. 6b. As a result, the overall width of the Y resonances decreases, leading to
a smaller current. At a bias voltage of —0.4'V, the current is 0.09 LA, much smaller
than the tunnelling current of 6 WA in the ‘ON’ state, and the ON/OFF ratio for the
inverter is about 68 (Fig. 6e). The current in the ‘ON’ state is close to the current
obtained for a perfect ballistic wire with the width of the i band, about 0.1 eV.

The follower device in Fig. 4c is turned ‘OFF’ when two H atoms are removed
from the DB dimer adjacent to the central dimer because the adjacent DB dimer
introduces a new surface tunnelling path, causing a phase shift in the corresponding
electron Bloch wave. The corresponding 7'(E) (Fig. 6¢) has four v and four ¢*
peaks and two destructive interferences, one in the ¥ and one in the * range,



156 H. Kawai et al.

Transmission spectra . -V curves
ol fw [y ]
I I 2r ]
1 |
- 1 [1] 8 -
" ‘5--'!|=.2|"A . .
2 f .
5 S
E - £ Ok
g ) § 3}"ON/OFF =7
o, .
I |
2} ONJOFF = 14

s s L . -4 s I s
=102 -100 9.8 96 -9.4 -0.4 0.2 00 0.2 0.4

Energy (eV) Voltage, V (V)

Fig. 7 T(E) spectra and /-V curves for the inverter and follower DB switches contacted to the
Au nano-electrodes by DB wires parallel to the dimer rows, as shown in Fig.8b. T'(E) spectra
of (a) the inverter and follower in their ‘ON’ state, (b) the inverter in its ‘OFF’ state, and (c) the
follower in its ‘OFF’ state. The atomic structure of each configuration is shown in the left column.
Corresponding /—V curves are shown in (d)—(f). The tunnelling current and the ON/OFF ratio at
—0.4V are calculated by integrating the 7'(E) between the dashed lines indicated in (a)—(c)

because of the introduction of a second tunnelling path. The plot shows only
three peaks each because the central two peaks overlap. The two groups of 7' (E)
resonances resulting from the ¥ and ¥* dimer states are wider than those in Fig. 6a
or b due to the stronger electronic interactions between the two central dimers along
the dimer row, which causes the electronic states to split and decreases the current
through the wire. In the ‘OFF’ state, the current through the follower is 0.4 p A for
a bias voltage of —0.4V, leading to an ON/OFF ratio of about 15 (Fig. 6f).

To incorporate the atomic-scale DB switching devices into atomic-scale DB logic
circuits, a larger flexibility is required to position the nano-electrodes on the surface.
In addition, it is important to increase the interelectrode distance to minimise surface
leakage currents when the devices are in the ‘OFF’ state. It was found that the
interelectrode distance could be increased both parallel and perpendicular to the
dimer rows without affecting the ON/OFF ratio of the devices significantly. Indeed,
as an example, the electron transport through a DB inverter and follower switch
contacted by DB wires parallel to the dimer rows (Fig. 8b) was calculated. T (E)
spectraand -V curves for the ‘ON’ and the ‘OFF’ state of each device are shown in
Fig. 7. The additional resonance peak near the Fermi level originates from electronic
interactions at the corners between the first DB state of the DB wire parallel to the
dimer rows and the outermost DB dimer of the DB switching device. Since this
resonance is sharp, it does not contribute significantly to the tunnelling current. The
Y and ¥* resonance peaks become sharper than for a DB switch contacted directly
by the nano-electrodes (Fig. 6) because the coupling between the central DB switch



Dangling-Bond Logic: Designing Boolean Logic Gates on a Si(001)-(2x1):H Surface 157

Fig. 8 Atomic structures of Switches (Inverter, Follower)

(a) three-DB-dimer switching
device contacted directly by
Au nano-electrodes, (b)
three-DB switching device
contacted to the Au
nano-electrodes by DB wires
running along the dimer rows,
(c) series circuit where the
DB switching devices are
connected in series by a
central Au nano-island, (d)
series circuit where the DB Series circuits (AND, NOR)
switching devices are
connected directly, (e) circuit
where the series DB logic
gate is connected to the Au
nano-electrodes by DB wires
running along the dimer rows,
(f) parallel circuit where the
DB switching devices are
connected by wide Au
nano-electrodes, and (g)
circuit where the DB
switching devices are
connected in parallel by DB
wires running along the dimer
rows

and the Au nano-electrodes through the parallel DB wires is weaker. Due to these
differences, the ‘ON’ current and ON/OFF ratios are reduced compared to the DB
switches in Fig. 4, but remain close to ten.

Four Boolean logic gates with two inputs and one output (AND, NOR, NAND,
OR) can be constructed by interconnecting the atomic-scale inverter or follower
devices in series or in parallel. The AND (NOR) gate is created by connecting two
followers (inverters) in series, and the NAND (OR) gate is created by connecting
two inverters (followers) in parallel. There are several ways to interconnect two DB
switching devices, as shown in Fig. 8. In a series circuit, two DB switching devices
can be connected through a central Au nano-island (Fig. 8c) or directly (Fig. 8d).
The circuit can also be contacted with DB wires parallel to the dimer rows (Fig. 8e),
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similar to the DB switch shown in Fig. 8b, to increase the distance between the
nano-electrodes. In a parallel circuit, two DB switching devices can be connected in
parallel by a wider Au nano-electrode at each end of the switching devices (Fig. 8f)
or by DB wires parallel to the dimer rows (Fig. 8g). Although the ON/OFF ratio of
each DB logic gate depends on how the switches are connected, this difference does
not affect its logic function. The truth tables and atomic structures for the four DB
logic gates are shown in Fig.9. The equivalent classical structures are also shown
to help visualise the circuits. 7'(E) spectra and /—V curves are shown for the AND
and the NAND gate.

The T'(E) spectra and the corresponding / -V curves for the three different input
configurations (‘11°, ‘01°, ‘00”) for the AND DB logic gate circuit in Fig. 8d are
shown in Fig.10. For the ‘11’ configuration (Fig. 10a), a six-dimer DB wire is
contacted by Au nano-electrodes at each end. The 7' (E) spectrum hence shows
six ¥ and six Y* resonances, twice the number observed for the ‘1’ configuration
of follower DB switch (Fig.6a). More peaks and interferences are observed in
the T'(E) spectra of the ‘00’ and the ‘01’ configurations (Fig. 10b and c), when
compared to the spectra of the follower switch in Fig. 6. This is because there are
more DB states involved in the AND device. In addition, there are at least four
different tunnelling paths through the DB logic circuit for the ‘00’ configuration,
compared to two paths for the follower switch in the ‘OFF’ state, and therefore,
more destructive interferences are expected in the series circuit. The /—V curves for
the three input configurations (Fig. 10d—f) clearly show a large change in the output
current intensity between the ‘ON’ and the ‘OFF’ states. At a bias voltage of 0.4V,
the ON/OFF ratios for the ‘11°/°01” and the “11°/°00” configurations are 620 and 17,
respectively.

The T(E) spectra and the corresponding /—V characteristics for the three
different input configurations (‘11°, ‘01’, ‘00’) of the NAND DB logic gate
in Fig.8f are shown in Fig.11. For the NAND gate, it is important that the
distance between the inverter DB switches is sufficiently large to reduce their
interaction through the Si(100)-(2x1):H surface, as shown for the H-tunnelling
junction (Fig.3) [11]. The spectra for the ‘00’ and the ‘11’ input configurations
resemble the spectra for the ‘ON’ and the ‘OFF’ states of the inverter (Fig.6a
and b), showing that the T(E) for this circuit is essentially the superposition
of the T(E) spectra for two independent inverters. Additional y* peaks are
observed for the NAND gate compared to the inverter because the two invert-
ers in the NAND gate are not completely decoupled. The small through-lattice
interaction between the two inverters causes some of the states to split. At a
bias voltage of —0.4V, the /-V curves in Fig. 11d—f show ON/OFF ratios of
21 and 41 for the ‘01’ and for the ‘00’ input configurations, respectively, and
therefore, the DB logic device functions as a NAND gate in this bias voltage
range.
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5 Summary

Four Boolean DB logic gates with two inputs and one output were designed by
interconnecting follower and inverter DB switches in series or in parallel on a
Si(001)-(2x1):H surface. The I-V characteristics of the circuits were calculated
using the ESQC quantum-transport approach and the EHMO Hamiltonian for the
full atomic-scale circuits. The input strategy used in the simulations for the follower
and inverter DB switches is very simple, namely, the reversible saturation and
desaturation of the two DBs of a single Si dimer by adding or removing two H
atoms. This concept can be tested using d//dV tunnelling spectroscopy with a
LT-UHV STM. However, more practical ways to provide the digital input to the
logic gates are required. Future efforts will therefore focus on the design of more
complex atomic-scale DB logic circuits and on more effective switching strategies.
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Dangling-Bond Wire Circuits
on a Si(001)-(2x1):H Surface
with Their Contacting Nanopads

Francisco Ample, Hiroyo Kawai, Kian Soon Yong, Mark Saeys,
Kuan Eng Johnson Goh, and Christian Joachim

Abstract Electron transport through atomic-scale circuits made of dangling-bond
(DB) wires is discussed using the N-ESQC technique taking also into account the
contacting nanopads on the circuits. The band structure of the Si(001)-(2x1):H
surface is analyzed together with the ones with infinite dangling-bond wires. The
exponential decay in the conductance when tunneling between two atomic wires
through the hydrogenated Si(001) surface shows two different rates depending of the
tunneling direction. Taking advantage of this difference in the decay rate, an efficient
OR DB logic gate is presented. When the DB is connected to metallic nanopads, the
circuit is behaving like a quantum box with states resonating as captured by its
electronic transmission spectrum. The through-surface leakage current between the
nanopads is also evaluated. Finally and in the tunneling regime, the DB electronic
circuit rules are discussed using series and parallel surface circuits.

1 Introduction

The microelectronic technology has progressively miniaturized the electronic
devices in the last decades because miniaturization makes the devices faster,
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cheaper, and lighter or less energy consuming. Now, miniaturization is approaching
the atomic scale with devices of few nanometers in dimension [1]. At this atomic
scale, quantum effects will shape the physical behaviors of any devices making
mandatory to respect quantum physics and even use it for the design and the
running of the future atomic-scale devices and circuits. Here, a full understanding
of the electronic properties of circuits and components at the atomic scale is needed.

In this chapter, we study theoretically atomic-scale circuits made by dangling-
bond (DB) atomic wires and their interconnections to the external world by metallic
nanopads. The hydrogen-passivated Si(001) surface was selected as a supporting
surface because DB wires can be constructed by removing one by one surface
H atoms by vertical scanning tunneling microscopy (STM) manipulation. Also,
metallic nanopads can be transfer printed on a semiconductor surface [2] and STM
manipulated individually with a precision better than 1 nm to form any multi-pads
interconnection configurations at the nanoscale [3].

Electron-transport calculations were carried out using the N-ESQC general-
ization of the elastic-scattering quantum chemistry (ESQC) technique [4]. The
calculations were performed at the semiempirical extended Hiickel molecular
orbital (EHMO) level of approximation because it would demand an enormous
computational power for a self-consistent method to calculate the corresponding
full scattering matrix of the presented DB circuits involving thousands of atoms. But
the EHMO parameters were optimized to have a good description of the electronic
band structure compared to density functional theory (DFT) keeping the simple
valence orbital-like structure of the semiempirical technique, so convenient for
the implementation of a spatial propagator technique [5]. Electronic transmission
spectra were obtained per pair of electrodes after calculating the full scattering
matrix of the multi-pads multichannels tunnel junction taking into account in the
central defect: the full valence electronic structure of the dangling-bond wires,
the Si(100)H substrate, and their electronic interaction with the interconnecting
nanopads. Electron—electron and electron—phonon interactions, inelastic scattering,
and finite-temperature effects were not included. In the following, the hydrogenated
Si(001) surface was modeled as a five-layer silicon slab. For simplicity, no surface
relaxation leading to the well-known surface dimer buckling was considered.
A buckled DB atomic wire will open a small gap in its surface electronic band
structure introducing a few hundred meV nonlinearity in the corresponding current—
voltage (I-V) characteristics [6] which does not alter the conclusion of this chapter.

2 Dangling-Bond Atomic Wires on a Si(001)-H Surface

An accurate description of the electronic band structure of the supporting substrate
of the DB circuit is needed to characterize the electron-transport properties.
Figure 1a is presenting the electronic band structure of a Si(001)-(2x1)-H surface
calculated using the DFT re-parameterized EHMO Hamiltonian. An electronic
bandrgaprof in9eVrisrobtained for therhydrogenated Si(001)-(2x1)-H surface to
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Fig. 1 The surface atomic structures and corresponding band structures for a H-passivated
Si(001)-(2x1) surface slab (a) and a H-passivated Si(001)-(2x1) surface with an infinite dangling-
bond wire (b). The red rectangle indicates the periodic unit cell used to calculate the band structure.
The small arrow in (b) indicates the band which is creating the edge resonance in Fig. 6

be compared with the experimental surface gap of about 2.0eV [7]. The detail
comparison between the EHMO re-parameterized and exact DFT band structures
is available in [5].

Removing individual H atoms on a H-passivated Si(100) surface by using a
vertical STM manipulation mode [7] introduces electronic states in the Si(100)-H-
surface band gap. If an infinite line of such dangling bonds is created, then a metallic
band appears in the middle of the Si(100)-H-surface electronic band gap [6, §].
Dangling-bond wires can be created parallel or perpendicular to the surface dimer
rows direction. When an infinite H line is constructed parallel to the dimer rows,
the dispersion of the band appearing in the middle of the Si(100)-H-surface gap is
0.8eV (see Fig. 1b). The band structure of such an atomic wire cannot be described
by a simple through-space coupling between the now dangling Si surface pz orbitals
[5]. The through-lattice electronic coupling via the Si px subsurface orbitals plays
here a major role in shaping the surface electronic band structure. As a consequence,
there are two conduction channels between —9.9 and —9.5eV and one conduction
channel between —10.3 and —9.9eV. The number of conductive channels can be
counted from Fig.2 T (E) electronic transmission spectra because the DB wire is
fully periodic. Then, 7'(E) is equal to the number of ballistic channels. When two H
infinite lines are removed from the same dimer row, the width of the central surface
band increases to reach 1.2eV as presented in Fig. 2c. In this case, the number of
conductive channels reaches four in the central part of the transmission spectrum.
Finally, if an infinite line of H is removed in a direction perpendicular to a dimer
row as presented in Fig. 2d, two very narrow 0.1 eV in width bands are created as
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Fig. 2 Electronic transmission spectra T'(E) for a fully hydrogenated Si(001)-(2x 1) surface in (a)
with (b) an infinite line of H vacancies constructed in the dimer row direction, with (¢) two infinite
lines of H vacancies on the same dimer and also in the dimer row direction, and (d) an infinite
line of H vacancies in a perpendicular direction to the dimer rows. Blue line corresponds to fully
hydrogenated Si(001)-H T'(E). The corresponding surface atomic structures are also presented
with the periodic cells (2 left and right) used for the scattering matrix calculations

indicated by Fig.2d T'(E). The small interaction between two dimers along the wire
in the perpendicular direction preserves a gap of 0.25eV gap between those two DB
bands of the Si(100)-H surface.

From the above analysis, we can conclude that DB atomic wires in the dimer
row direction must be used when a large current intensity through the circuit is
awaited. DB atomic wires in the perpendicular direction are also very interesting for
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the construction of DB-surface Boolean logic gates as demonstrated in [9] because
the current can be more easily controlled in intensity due to the smaller interaction
between dimers.

3 An Atomic Scale OR Gate with Semi-infinite
Dangling-Bond Wires

Surface H-junctions [5] can be created between dangling-bond atomic wires (see
Fig.3). The rupture of the periodicity between two semi-infinite wires created by
such a junction acts as a surface potential energy barrier for the ballistic electrons
transported along the atomic wire. In this case, the conductance between the two DB
atomic wires playing the role of the input electrodes decreases exponentially with
an increase of their interatomic distance [10, 11]:

G(d) = Goe P (1)

The inverse decay rate of this surface tunneling effect is smaller when tunneling in a
dimer direction § = 0.23 AT (Fig. 3a) as compared to = 0.38 A™" for a surface
tunneling perpendicular to the dimer rows (Fig.3b) [10]. This is due to the small
surface band gap in the dimer row direction and to the more rigid band structure in
the perpendicular to the dimer row direction leading to a bigger effective mass [12].
By playing with this asymmetry in the tunneling decay between the two surface
directions, it is possible to design an efficient surface atomic-scale OR gate.

Figure 4 is presenting a Boolean DB OR gate constructed using two convergent
DB wires corresponding to the two logical inputs (electrodes 1 and 2) and one output
(electrode 3). An efficient OR gate must operate with a large electronic transmission
between the input—output electrodes and a very low transmission between the two
input electrodes via the surface. As presented in Fig. 4, the two input DB wires were
brought as close as possible in distance to the input atomic wire edges to compensate
for the conductance decay as a function of the separation of the two atomic wires.
As presented in Fig.4b, the input—output transmission spectrum is two orders of
magnitude larger than the input-input one in the energy range of the atomic wire
conduction band. This surface DB circuit acts like an OR gate as confirmed by
the -V characteristics of this device presented in Fig.4c. For a 0.4-V input bias
voltage, the output tunneling current reaches 4 WA with a negligible input—input
surface leakage current of 0.08 pLA.

For a 0.4-V bias voltage, the maximum ballistic current which can pass through
one quantum channel is around 30 wA. A 4-pA tunneling current intensity can
appear quite large relative to the mechanical stability of a surface dangling-bond
atomic wire. But here, the size of the atomic circuit is much smaller than the mean
free path of an electron in silicon [13]. Since there is no energy loss due to inelastic
scattering in a ballistic transport, the dissipation will occur mainly in the contacting
nanopads.
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Fig. 3 Atomic structure of an H-junction constructed along dangling-bond wires (a) in the dimer
row direction and (b) in the perpendicular direction. The 2 first unit cells of the semi-infinite DB
wires used as contacting pads for the scattering matrix calculations are also represented
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Fig. 4 (a) An optimized OR gate made by two convergent dangling-bond wires on the Si(100)-H
surface. Electrodes 1 and 2 correspond to inputs, while electrode 3 corresponds to the output.
(b) The corresponding T (E)electron transmission spectra and (c¢) the current-voltage -V
characteristics as a function of the bias voltage. The 7'(E) and current between atomic wires 1-3
and 1-2 are plotted with continuous and dashed lines, respectively

4 Leakage Current Between Au Nanopads Adsorbed
on a Si(100)-H Surface

One way to connect our atomic scale circuits to the external world in a planar
configuration is by using surface metallic nanopads since Au nanopads can be
UHYV transfer printed on a semiconductor surface [2] and step-by-step manipulated
individually with a precision better than 0.1 nm using STM [3]

Theoretically, when the metallic contact nanopads are adsorbed on a Si(100)-
H surface, a significant leakage tunneling current appears between them through
the surface in its valence—conduction band gap [6]. Like in any tunneling process,
the resulting junction surface conductance decreases exponentially as a function
of the distance between the nanopads. In the dimer row direction, the surface
conductance exponential decay with a variation of the electrode—electrode distance
is characterized by a § = 0.20 A™" tunnel inverse decay length. As in Sect. 2, this
decay rate is much bigger when tunneling through the direction perpendicular to
the dimer row with § =0.42 AT [10]. This was calculated using an exceptionally
long nanopads surface separation (as presented in Fig.5) resulting from a new
optimization of the N-ESQC code able to take into account thousands of surface
atoms in the prospect of creating a true atomic-scale circuit simulator. In both
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directions, the exponential decay of the conductance is much smaller with length
as compared to a tunneling through vacuum: § = 2.1 A™". This demonstrates how
the material electronic structure and the tunneling direction influence the tunneling
leakage current. The design of an atomic-scale circuit must take into account this
leakage current to avoid being short-circuited by the surface tunnel conductance.

The Gy junction contact conductance can also be deduced from Eq.(1). The
calculated value for a direction parallel to the dimer row is Gp=31.23nS and
Go=1.22nS in the perpendicular direction. These are typical values for van
der Waals like contacts with no hybridization between the Au nanopads and the
Si(100)-H-surface states.

S Au Nanopads Connecting Dangling-Bond Wires

Finite Si DB wires can be connected to the external world via metallic nanopads,
as presented in Fig. 6. In this case, a metallic nanopad can overlap from the top
with the end of one DB wire. In this conformation, the 6s like Au atomic orbitals
of a nanopad are in a good position to overlap from the top with the DB pz-like
surface states. Compared with Fig. 2 junction atomic structure where the electronic
contact was achieved via DB wires, the electronic homogeneity between the DB
wire and its interconnection is suppressed. As a consequence, an effective energy
potential barrier will appear for the ballistic electrons willing to propagate from the
metallic nanopads to a DB atomic wire. The central DB wire is now like a leaky
quantum box. The resulting 2-ESQC-calculated Fig.6 T'(E) spectrum provides a
detailed electronic spectrum of this quantum box. The tunneling resonance peaks
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Fig. 6 Top view of a finite dangling wire connect by Au two nanopads with it corresponding
surface T'(E) electronic transmission spectrum. Finite wire in (a) is composed by 5 Si dangling
bonds (note that one dangling bond below each nanopad is partially obscured from view). Wire
in (b) is composed by 10 dangling bonds. There is one peak for each dangling bond in electronic
transmission spectrum for the range energy of the metallic wire band. Resonance appearing near
the valence band is due to the building up of the band selected with an arrow in Fig. 1b

appear from the DB states within the energy range of the metallic wire band. There
is a peak for each Si dangling bond. The metallic band of the DB wire obtained
in Fig.2 is recovered as the length of the DB wire between the two nanopads is
increased toward infinity. Since there is only one conducting channel between —10.3
and -9.9 eV and two conducting channels between —9.9 and —9.5 eV, the number of
resonances is bigger in the two channel range. In addition to the peaks in the wire
band region, a single resonance peak also appears at the top of the valence-band
edge. This resonance results from the building up of the band indicated with an
arrow at the top of the valence band in Fig. 1b.

6 Circuit Rules in the Tunneling Regime

According to the Kirchhoff law, the conductance of an electrical circuit consisting
of two resistances G| and G, interconnected in series is given by

GG,
Georios = ———>— 2
series 1+ G2 ( )
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But Kirchhoff laws do not apply at the tunneling regime [14, 15] due to the
preservation of the electronic coherence along the circuit each time one electron is
transferred indicating that there are no inelastic interactions nor decoherence along
this circuit. In the tunneling transport regime, the overall electronic transmission of
two quantum electronic pathways with transmission coefficient 7 (E) and T,(E)
interconnected in series is given by [15]:

Tseries(E) = Tl(E)TZ(E) (3)

In this equation, the final electronic transmission is being filtered by each unit of the
series meaning that (1) is a direct consequence of the tunnel series law (3) applied
for a regular and identical network of tunneling barrier connected in series [10].
Applying (3) for the case of DB wires interconnected using metallic nano-pads,
Fig. 7c is presenting the surface atomic structure of two short DB wires connected in
series via a central Au nano-island also physisorbed on Si(100)-H. For the complete
“Au-nanopad to Au-nanopad surface” tunnel junction and including the central Au
nano-island in the scattering matrix calculations, the calculated Fig. 7¢ transmission
spectrum is similar to the one obtained by applying (3). Some differences appear
because (a) the central Au nano-island is coupling more DB wire states together
than a direct DB wire-DB wire interaction and because (b) the H-tunnel junction
underneath the central Au nano-island is quite short which favors the through-
surface leakage current. There are also additional tunneling resonances coming from
the Au central nano-island itself, for example, around —10.4 eV in energy.

When the DB wires are connected in parallel using a common metallic nanopad
per interconnection node, the parallel superposition law giving the overall transmis-
sion through the circuit is

Tparallel(E) = Tl (E) + TZ(E) (4)

In this case, the parallel Kirchhoff circuit law is preserved because for a ballistic
regime in the nanopads, the incident electronic Bloch waves splits into two
normalized waves before being scattered through the two tunnel paths. After the
scattering events, the superposition of the two tunnels paths happens after only in
the nanopad because the two tunneling paths are independent. The limitation of (4)
occurs when the elementary tunneling paths have each a large T(E) in such a way
that the sum of the two saturates to unity. This is, for example, the case at each
tunnel resonance which cannot go further than unity. The DB circuit presented in
Fig. 8 follows this superposition rule (4) because the surface DB wires are directly
in interactions with the metallic nanopads and also maintained far away enough to
avoid any lateral electronic interactions between the 2 DB wires through the surface.

The superposition rule (4) is not valid when the two tunneling paths to be
superposed are interconnected directly in the tunnel junction and away from the
metallic nanopads. In this case, a third term must be added to (4) because it is now
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Fig. 7 The atomic structures with their corresponding transmission spectra for a finite wire of 5
dangling bonds in (a), 7 dangling bonds in (b), and the corresponding circuit interconnected in
series in (¢). Note that one dangling bond below each nanopad is partially obscured by this top
view. Blue line corresponds to the original transmission spectrum, while red line corresponds to
the resulting transmission spectrum when the rule of Eq. (3) is applied. Structure in (¢) is composed
by 1,786 atoms
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Fig. 8 Circuit configurations with their corresponding transmission spectra for a finite wire of 7
dangling bonds in (a) and (b) and the corresponding circuit connected in parallel in (c¢). Note that
one dangling bond below each nanopad is partially obscured from view. Blue line corresponds
to the original transmission spectrum, while red line corresponds to the resulting transmission
spectrum when the rule of Eq. (4) is applied

the electronic coupling between the two nanopads introduced by each tunneling path
and not the transmission which must be superposed [15]. A third term must be added
as follows:

Tparallel(E) =Ti(E) + TZ(E) +2vy T (E)TL(E) )

A circuit of 2 DB wires connected in parallel in the tunneling region is presented in
Fig.9. Since the two tunneling paths are here identical and according to (5), the
11 tra issi four times the one of each path. This is
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Fig. 9 Atomic-scale circuits with their corresponding transmission spectra for different quantum
electronic pathways (a) and (b) and the two electronic pathways connected in parallel (c) sharing
two nodes inside the scattering zone. Blue line corresponds to the original transmission spectrum,
while red line corresponds to the resulting transmission spectrum when the rule of Eq.(5) is
applied. Structure in (¢) is composed by 2,583 atoms

presented in Fig.9 where the overall 2-ESQC-calculated 7'(E) spectrum matches
quite well the superposition of the two independently calculated 7'(E), one per
tunneling branch.

7 Conclusions

The design of a DB circuit must take into account the full electronic structure as
a whole in a complete multielectrode multichannel scattering approach. All the
parts on the DB circuit that is the supporting surface, the DB atomic wires, and
the nanopads are not independent of each other and must all be taken into account
in the design of circuit. For example, as shown in Sect. 4, the interactions of the DB
wires with the metallic nanopads perturb the entire transmission spectrum, and the
functionality of the circuit can be significantly altered [10].

The design of a DB atomic-scale circuit must also consider the leakage current
through the supporting surface to avoid being short-circuited. As shown in Sects. 2
and 3, the leakage current can be different depending of the propagation direction.
An appropriate spacing and routing on the surface must be selected to reach the
desired circuit function.

Kirchhoff classical laws are not applicable in the tunneling regime, and new
circuit rules must be considered when designing a surface DB circuit. Kirchhoff
classical law remains if the node of connection is in the ballistic region, but if the
node of connection is in the scattering region, then circuit rules in the tunneling
region must be applied.

The DB atomic-scale circuits presented here are involving thousands of atoms.
The,calculation.of the.multichannel scattering matrix in a self-consistent method
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would demand an enormous computational power. At the semiempirical level, the
N-ESQC approach is able to deliver reliable prediction on the circuit electronic
behavior of such large surface circuits. The parameters of the semiempirical
Hamiltonian used to describe this circuit can now be optimized using DFT or more
sophisticated quantum chemistry approaches and transferred to the semiempirical
Hamiltonian without changing the exact scattering matrix calculation performed in
N-ESQC.
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Theory of Inelastic Transport Through Atomic
Surface Wires

Serge Monturet and Christian Joachim

Abstract With the help of state-of-the-art local probe microscopy together with
the capability of synthetic chemistry to produce a wide swathe of molecules, the
functionalization of adsorbed species on surfaces can be achieved; they can notably
play the role of logic gates[1, 2]. To contact them, nanoscale wires have been
studied both experimentally [3] and theoretically [4, 5] regarding their structural
and electronic properties. However, the role that inelastic effects may play during
the transport through these wires is still an open question. The aim of this chapter
is to give an overview of the theoretical methods that can be set up to elucidate the
problem of mechanical heating of the surface atomic wires by conduction electrons.

1 Prologue: Nonadiabatic Effects During the Transport

When dealing with electronic currents passing through a single quantum object to
probe either their electronic or vibrational structure or simply to transport electrons,
one can imagine two sorts of interconnect configurations: firstly, a tip-molecule-
surface experiment, corresponding to a “vertical” situation, where, for a low bias
voltage, electrons tunnel through the molecule, and secondly, a “planar” situation,
as in the case of surface supported atomic dangling bond wires connected to metallic
surface nano-pads. The first case is generally a tunneling transport regime and the
second a pseudo-ballistic transport regime. It cannot be a fully ballistic since, in
general, the interconnection metallic pads are not made out of the same materials
as the atomic wire. This results in a quantum box effect even when the electronic
coupling between the metallic pads and the surface atomic wire is large enough for
the average conductance over the bias voltage range to be close to a quantum of
conductance.
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A quasi-1D conductor can be built using a hydrogen-passivated silicon surface
by desorbing H atoms in a row with the help of the tip of a scanning tunneling
microscope. A line of constructed dangling bonds plays the role of an atomic-scale
wire at the surface, and a current can flow through it when the line is voltage biased.
From this starting point, several questions arise: What is the maximum value of the
current? What happens if the electrons heat up the wire during transport? Due to the
supporting surface, is the wire mechanically stable enough to support current inten-
sities as large as a few microamps? These questions indicate the need for calculating
the electronic transport taking into account the inelastic interactions of the electrons
transferring through a surface atomic wire and the nuclei of the surface structure.

The basic problem one encounters when exploring the correlated motion of
electrons and ions is the breakdown of the Born—Oppenheimer approximation.
When the electronic and vibrational degrees of freedom are separated in the
Schrodinger equation, the nuclei move in a potential energy surface that is given
by the electronic Schrodinger equation, solved for the electronic coordinate and
considering the ionic one as a parameter. Physically, this approximation takes
advantage of the important mass difference between a typical nucleus and an
electron and assumes that the electrons, because they are faster than nuclei, will
immediately and adiabatically reorganize and follow the movement of the ion
cores. Mathematically, the Schrodinger equation is not analytically solvable, even
for small systems, but the Born—Oppenheimer approximation leads to a dramatic
simplification that permits numerical solving, analysis, and interpretation of a great
variety of physical phenomena.

However, nonadiabatic phenomena are ubiquitous. For instance, one can consider
cases where ions are light and move fast enough so that their velocity is to a certain
extent comparable to that of the electrons. Additionally, in the Born—Oppenheimer
picture, the movement of the nuclei cannot induce electronic transitions, this process
can occur especially when the electronic energy levels are particularly close to each
other. This case is naturally found in condensed matter physics: one can consider a
metal for instance. Given its characteristic band structure, around the Fermi level,
an arbitrarily small amount of energy given to the electronic degrees of freedom by,
say, an adsorbed vibrator can lead to an electronic excitation, i.e., the creation of an
electron-hole pair.

In the case of atomic surface wires, our approach is based on a time-
dependent perspective on heating. Most methods addressing the problem of
electron transport with interactions at the nanoscale are based on energy-
dependent (time-independent) Green’s functions. Under certain approximations,
the electron-vibration interaction can be diagrammatically solved using Dyson’s
equation. Several perturbative techniques leading to the calculation of transmission
probabilities as well as currents include the first Born approximation and the
self-consistent Born approximation [6, 7] (or alternatively the lowest order
expansion [8]). Among them, only the latter is particularly suitable for treating
transport properties because it guarantees the conservation of the current. Note that
heating at the nanoscale has also been treated using first-principles calculations
usingothertechniques torobtainthe'forces and the current [9—11].
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To explore these quantum inelastic effects, a harmonic oscillator will be consid-
ered and discussed when an electron transfer event takes place through this system.
In the first section of this chapter, a time-dependent calculation, based on the mixed
classical/quantum Ehrenfest approximation, is presented. In the second section, a
simple valence-bond-like model is presented in order to treat the electron-vibration
interaction form a complete quantum perspective, exploring the new transition rules
in the tunneling transport regime.

2 Mixed Quantum/Classical Ehrenfest Dynamics

In the Ehrenfest approach, we take advantage of the time-dependent perspective to
analyze the dynamics of a coupled electron-vibrator system. Moreover, in contrast
with the approaches mentioned above, this mixed quantum/classical method is non-
perturbative regarding the electron-vibration coupling. Hereafter, the descriptions of
the method and model are first presented in detail; then, some results are shown and
discussed. Finally, the possible extensions of this work will be mentioned.

2.1 Tight-Binding Model Hamiltonian

Consider a three-state tight-binding model where a particular site, here the central
site, is coupled to a vibration. The Hamiltonian reads:

0 ¢t 0
h(R)y=|t E(R) ¢ )]
0 ¢t O

where R is the coordinate of a nucleus and E is the on-site energy on the central site
(the other being set to zero). The basis set used to define the h(R) matrix elements is
not the eigenbasis set of the system. It is built to describe the interaction of the left
and right states with contacting nano-pads. The electronic coupling between these
states is labeled . E(R) is the sum of the on-site energy e of this particular site and
the potential energy of the vibrator, described as a classical harmonic oscillator. It
can be written as

E(R) =e+ %K(R — Rey)? )

where K is the spring constant of the oscillator and Req its equilibrium position.
The method consists in propagating an electron wave packet through the system,
initializing it on the fist site and letting it evolve according to the time-dependent
Schrodinger equation as E(R) takes different values depending on the position of
the oscillator. The wave packet preparation is supposed to be provided by a left
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metallic nano-pad. The tunneling current intensity passing through the vibrator can
always be evaluated by taking the effective Rabi oscillation frequency through this
vibrator [12]. Notice that the detail of the wave packet preparation process is not of
interest here. At the same time steps, Newton equation is solved for R. The forces
applied on the nucleus are, first, the force of the oscillator itself, that maintains the
vibrator around its equilibrium position, and second, a quantum force due to the
presence of an electronic population in the central site.

It is important to comment here on the nature of the interplay between the
electron and the nucleus. On the one hand, the Hamiltonian evolution of the
electronic wave packet is modified at each time step because E(R) takes different
values depending on the movement of the ion. The Hamiltonian is actually redefined
at each time step by the new value of R—and thus of E(R)—Ileading to a new set
of eigenvalues and eigenvectors. The Hamiltonian is explicitly dependent on R,
therefore implicitly dependent on time. On the other hand, the motion of the nuclei
is governed by the force that electrons exert on it. An example of ion dynamics is
presented in Fig. 1, where positions and velocities are given as a function of time
and as a phase diagram in the inset.

2.2 Numerical Results

The forces that drive the oscillator are depicted in Fig. 2a for different values of
the e parameter, which corresponds to an on-site energy shift. The low-frequency
oscillation is due to the harmonic potential felt by the nucleus, while the high-
frequency signal is the signature of the forces exerted by the electron. Clearly, a
change in the frequency is observed between the red and black curves as a function
of e. As can be seen in Fig. 2b, for a different value of e, the electronic populations
in the vibrating site show different behaviors in amplitude as well as in frequency.
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Fig. 2 (a) Time evolution of the total force applied on the nucleus. The two curves correspond to
two different values of the parameter e and (b) electronic population on the vibrating site.
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Fig. 3 (a) Different nuclear displacements as a function of the e parameter and (b) the effect of
the value of e on the frequency of the ionic vibration. The Lorentzian fit is a guide to the eye

We interpret the e-dependent change in frequency of the ionic vibration as the
renormalization of the spring constant K due to the additional force exerted on the
nucleus by the electron.

An example of different nuclear oscillations as a function of e are presented
in Fig. 3a. The effect of the value of e is better shown thanks to the plot of the
frequency of the oscillation versus e in Fig. 3b. When e has a rather big value, the
central site is barely populated; then the forces applied on the nucleus are small, and
its motion is essentially governed by the spring constant. It is found therefore that
the frequency of the oscillator is the one given by the spring alone, 30 meV in the
case of Fig. 3b as shown by the dotted base line. When e vanishes, the population
becomes important in the vibrating site, and the forces acting on the nucleus add up
to the force of the spring, producing a shift in frequency. This effect and the fact that
the system is symmetric for positive and negative values of e explain the shape of
the curve depicted in Fig. 3b. Note that the Lorentzian fit (blue curve) is merely a
guide to the eye.
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Fig. 4 Forces applied to each
nuclei as a function of time.
The low-frequency oscillation
is due to the harmonic
potential felt by each nucleus,
while the high-frequency
signal is the signature of the
forces exerted by the electron
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Fig. 5 Energy conservation
diagram. The black and blue
curves represent the kinetic
energy of the nuclei,
respectively, the violet curve
is the electronic energy, and
the red one is the total energy,
clearly conserved throughout
the propagation
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This model can now be easily generalized to several oscillators in series
representing the vibrating structure of a surface atomic wire. The nuclear dynamics
of a chain of ten harmonic oscillators is shown in Fig. 4, where the total force on
each nuclei is represented versus time. Interestingly enough, one can observe that
the kicks the electron gives to the ions are correlated to the position of the ion at that
particular time. When a nucleus is in the region of positive displacement, the kicks
appear like peaks, while when the displacement is negative, the kicks are rather dips.

Finally, an important result regarding the accuracy of the Ehrenfest dynamics
code is the plot showing the conservation of the total energy at all times. The
Fig. 5 convincingly illustrates that the extra kinetic energy (black curve) given to
the ions by the electrons through the mechanism described above is compensated by
a change in the electronic energy (violet curve). In this case, the electronic energy
becomes negative to compensate an increase in kinetic energy relative to potential
energy (blue curve); see, e.g., the behavior of the curves around 20 fs. The red curve
corresponds to the total energy and is the sum of the other three.

As seen in F1g 5, the kinetic energy of the full chain oscillates with time but

S rece S ma ereffective temperature is therefore expected
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to be conserved. Although the Ehrenfest dynamics has the ability to go beyond
the Born—Oppenheimer approximation, this technique does not capture the whole
nonadiabatic effects [13]. To calculate accurately the heating of the nuclei, one
needs to go beyond the Ehrenfest picture. Pursuing the task of improving the
model can thus be achieved by considering that when, from the many-body general
Schrodinger equation, we render classical the movement of the ions, an imaginary
term comes into the electronic Schrodinger equation. This term is responsible for
relaxation. On the other hand, in Newton equation, an additional force appears
that can play the role of a friction force in the case of vibrational relaxation or
an excitation in the case of nuclear heating [14]. Very similar approaches have also
been developed with the help of the Liouville-von Neumann formalism [15, 16]. In
references [17, 18], the use of the so-called “small amplitude moment expansion”
leads to correlated electron-ion dynamics (CEID) capable of describing the heating
of vibrations under steady current.

3  Quantum Dynamics for Inelastic Transport

In the previous section, the nuclei were treated classically. Consider now the
quantification of the vibrational degrees of freedom with the electron transfer
process treated as a quantum superexchange process. In such a case, the probability
to excite the vibration must be triggered by the motion of the electronic wave packet
through the system. To explore this vibrational transition driven by an electron
transfer process, a simple six-state quantum system has been considered (see the
inset in Fig. 6). The canonical basis set used to describe this process is simply the
tensor product of the electronic quantum states (labeled | n)) used in the previous
section times the two ground and first excited states of the central quantum vibrator
(label | m)). This central vibrator was simply a classical harmonic oscillator in the
above section. The vibrational coupling «, the electronic coupling ¢, the vibrational
quantum Aw, and the on-site energies are the parameters to be explored in such a
toy Hamiltonian. On the canonical basis set | n, m), it reads

0g0 O 0 0
qeq O o 0
0g0 O 0 0

H = 3
000Aw ¢ 0 %)
00 g e+ Aw ¢
000 O q Ao

Starting at time ¢t = 0 on the state | 1, 0), i.e., with an electron located on the left
electronic state and the vibrator in its ground state, the time-dependent Schrodinger
equation was solved numerically, looking for a resonant evolution between this
initial state and the | 3, 1) target state defined by the electron transferred to the
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right electronic state with the vibrator in its first excited state. Such a transition
depends on the resonant characteristics of the electron transfer process between the
left and the right electronic states as presented in Fig. 6. For a given g, e =0 is
characteristic of a resonant evolution through the intermediate vibrating state and
a large resonance can be observed. For nonzero values of e, the Rabi oscillations
represent a tunnel evolution, i.e., the occupation probability of the intermediate
states | 2,0), and | 2, 1) is very small, but a resonance can still be observed. This
demonstrates that even in a tunneling regime there is a resonance condition for a
vibrational transition to occur on the central quantum vibrator depending on the
frequencies of the Rabi-like time-dependent quantum evolution between the left
and the right electronic states.

To explore this effect and identify which characteristic frequency of the Rabi
evolution controls the vibrational transition, an exhaustive examination of the
behavior of the transition probability | (3,1 | e*#* | 1,0) |?> can be performed
versus all the parameters of the six-state quantum system. For this purpose, we
have first to consider the standard example of the time-dependent Rabi oscillations
of our system forced to remain in its ground vibrational state. In this case, the
quantum state space can be reduced to a simple three-state subsystem described
by the following Hamiltonian /:

0qg0
h=|qgeq 4)
0qg0

Describing the transition probability | (3,1 | e/’ | 1,0) | in terms of the
frequencies obtained by analytically solving time-dependent Schrédinger equation
for h is sensible because the vibrational coupling « is small compared to the
electronic coupling ¢.

Let us initialize the wave function in the first site | @) and calculate the time-
dependent coefficient of the wave function ¥ (¢) on the central site | @) writing in
atomic units:
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Fig. 7 Transition probability as a function of the driving frequency /e? + 8¢% and of the
quantum of vibration. The parameters for this calculations are ¢ = 10 meV and @ = 5 meV.
e takes values in the interval [0, 100] meV

Cot) = (p | W (1)) = (¢ | e | a) S))
The squared modulus of this coefficient gives the population of the central state:
2 2
| Co(1) = ﬁ(l —cos(v/e? + 84¢%1)) (6)

where the frequency in the cosine is the variable considered in the following.

The transition probability shown in Fig. 7 is plotted as a function of the quantum
of vibration and the oscillation frequency of the population of the electronic central
state as calculated in (6). The higher values of the transition are of course obtained
for Aw = 0, i.e., when the levels are degenerate. But there is also a full range of
possible values of Aw for a transition to occur when e is nonzero, i.e., in a pure
nonresonant tunneling electron transfer regime. This gives the linear behavior of the
maxima across the color plot of the Fig. 7 (in violet). This nonresonant excitation
of the vibration is generally not considered in tunneling inelastic effects. Therefore,
to obtain some population transfer to the higher levels of the central oscillator, one
has to fulfill the following condition:

Aw = /e? + 8¢2. @)

This new transition rule indicates that the excitation of the transition from the
ground to the first excited state of the central vibrator is due to the oscillation of the
population of the central electronic state. This oscillation is the quantum analog of
an electromagnetic field triggering the transition from the ground to an excited state
of a two-state quantum system in interaction with this electromagnetic field [19].
There is no relation between this intrinsic quantum excitation and the alignment
of the initial | 1,0) or the target | 3, 1) states with Aw. The time-independent
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prefactor in (6) also plays a role since for large values of e relative to g, this prefactor
decreases in amplitude, lowering the transition probability as seen in Fig. 7. This
new transition rule has now to be extended to a chain of quantum oscillators excited
by a tunneling electron transfer process.

4 Epilogue

In this chapter, some methods employed for calculating the electronic transport
taking into account the interactions with the nuclei have been presented. In
particular, a simple model of a vibrator coupled to an electron transfer process has
been presented in a mixed quantum/classical way. Although the Ehrenfest dynamics
is capable of describing nonadiabatic phenomena, the heating is not correctly
captured within this approach. Further developments are necessary to introduce
irreversibility in the way the electronic and the nuclear degrees of freedom interact.

A second approach has been presented, where the electronic and the vibrational
degrees of freedom of the problem are treated in the same quantum way. Here, it is
the oscillation frequency of the population of the central intermediate electronic
state which is driving the vibrational transition. This frequency is the quantum
analog of the classical formula of the transition probability for a two-state quantum
system interacting with an electromagnetic field. Of course, other time-dependent
one electron studies have been developed in the context of transport with interac-
tions with the nuclei [12,20]. The novelty of the present study relies on the fact that
the perspective used focuses on the effect of the intrinsic quantum process frequency
of the system. The details of the influence of the amplitude of these intrinsic
oscillation coefficients ought to be checked in future developments especially for
a chain of quantum oscillators representing a surface atomic wire.
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Single Molecule Can Calculate 1,000 Times
Faster than Supercomputers

Kenji Ohmori

Abstract This short account summarizes our recent achievements in coherent con-
trol and its applications to information processing with molecular wavefunctions. A
combination of designed femtosecond laser pulses and wave-packet interferometry
implements ultrafast Fourier transform executed in 145 fs.

1 Introduction

The wavefunctions of electrically neutral systems can replace electric charges of
the present Si-based circuits, whose further downsizing will soon reach its limit
where current leakage will cause heat and errors with insulators thinned to atomic
levels. Atoms and molecules are promising candidates for these neutral systems, in
which the population and phase of each eigenstate serve as carriers of information.
A shaped ultrashort laser pulse can access many eigenstates simultaneously within
a single atom or molecule, manipulating the amplitude and phase of each eigenstate
individually to write more than one million distinct binary codes in the angstrom
space [1-3]. Molecules in particular are now expected to be promising components
to develop scalable quantum computers [4]. The development of I/O and logic gates
with molecules should be meaningful for us to be prepared for such a future scalable
system. It is therefore important to study information processing with molecular
eigenstates for both high-density classical information processing and quantum
information processing. Here we demonstrate a logic gate based on the temporal
evolution of a wavefunction. An optically tailored vibrational wave packet in the
iodine molecule implements four- and eight-element discrete Fourier transforms [2].
Our ultrahigh-precision wave-packet interferometry [5-9] has retrieved complete
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Fig. 1 Spatiotemporal images of the interference of vibrational wave packets in the iodine
molecule visualized experimentally (left column) and the theoretical simulation of the experimental
signal (middle column) and the wave packets (right column). A, and r denote the wavelength of the
probe pulse and the internuclear distance, respectively. Reprinted figure with permission from [7]

sets of amplitude and phase information stored in the input and output states,
verifying the transform has been securely executed with arbitrary real and imaginary
inputs. The evolution time is 145 fs, which is shorter than the typical clock period
of the current fastest Si-based computers by 3 orders of magnitudes.! We have
also developed another class of logic gates based on quantum interference among
different molecular eigenstates induced by a strong nonresonant femtosecond laser
pulse, which is referred to as strong-laser-induced quantum interference [3].

2 Ultrahigh-Precision Wave-Packet Interferometry

We have developed high-precision wave-packet interferometry to be utilized to
implement logic gates with molecular wavefunctions. Figure 1 shows the spatiotem-
poral images of the interference of two vibrational wave packets in the iodine
molecule that we have visualized [7]. It is seen that we have succeeded in visualizing

Hz, giving its clock period to be 200 ps.
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Fig. 2 Spatiotemporal experiment theory experiment theory
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the spatiotemporal images with precisions on the picometer spatial and femtosecond
temporal scales. Theory predicts that the spatiotemporal images of the wave-packet
interference could be actively designed by tuning the timing of two femtosecond
laser pulses that produce the wave packets. We have developed our homemade
optical interferometer, referred to as an “attosecond phase modulator (APM),” that
produces a pair of two femtosecond laser pulses whose interpulse delay is tuned
and stabilized on the attosecond timescale [5, 6, 8,9]. This APM has allowed us to
actively design the spatiotemporal images by tuning the relative phase of the two
femtosecond laser pulses in steps of 90° [9]. Those actively tailored spatiotemporal
images are shown in Fig.2. It is seen that we have succeeded in tailoring the
spatiotemporal images on the picometer and femtosecond scales.

3 Ultrafast Fourier Transform with a Femtosecond
Laser-Driven Molecule

We have utilized this high-precision wave-packet interferometry to develop a
molecular computer in which a single molecule can calculate faster than the current
fastest supercomputer [2]. Figure3 shows a scheme of this ultrafast computing.
Four- or eight-element inputs have been encoded with a shaped femtosecond laser
pulse into the complex coefficients of vibrational eigenstates of the iodine molecule.
The temporal evolution of the superposition of those vibrational eigenstates has
executed discrete Fourier transform. The output of the transform has been retrieved
with our high-precision wave-packet interferometry. The evolution time is 145fs,
which is shorter than one clock period of IBM Power 6 by three orders of magnitude
(see Footnote 1).
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Fig. 3 Schematic of the ultrafast Fourier transform. The common transform matrices could be
operated for any arbitrary inputs and outputs, respectively, by the indicated hardware. Reprinted
figure with permission from [2]. Copyright 2010 by the American Physical Society

.

4 Strong-Laser-Induced Quantum Interference

The molecular computer described above is indebted to the spontaneous temporal
evolution of the molecule, so that the performance of the computer is dominated
by the molecular property which we are unable to control actively. In order to
implement universal logic gates, it is necessary to develop a method to actively
modify the codes input to the complex coefficients of molecular eigenstates.
We have recently discovered a new phenomenon referred to as ‘“‘strong-laser-
induced quantum interference” in which multiple vibrational eigenstates of the
iodine molecule are coherently mixed by a strong nonresonant femtosecond laser
pulse in the near-infrared region, as is schematically illustrated in Fig.4 [3]. This
mixing induces the interference of those different eigenstates, so that their complex
coefficients are actively modified. The strong-laser-induced quantum interference
that we have discovered is not specific to vibrational eigenstates of a molecule, but
universal to the superposition of any eigenstates of a variety of quantum systems,
being a new tool for quantum logic gates and providing a new method to manipulate
wave packets with femtosecond laser pulses in general applications of coherent
control.
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Fig. 4 Schematic of the strong-laser-induced quantum interference. Starting from a common
initial state i, there are multiple pathways to the final state n. Those multiple pathways interfere
with each other. Reprinted figure with permission from [3]
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Realization of Complex Logic Operations
at the Nanoscale

R.D. Levine and F. Remacle

Abstract The principles underlying the implementation of complex logic opera-
tions at the molecular scale are outlined. Different types of logic machines can
be implemented. The simplest ones are combinational circuits, in which logic
gates are connected in order to compute a logic function. We discuss several
physical realizations of combinational circuits operating on Boolean or multivalued
variables, as well as cascade thereof, implemented in a solid state or in a biochemical
environment. The next level of complexity in logic machines is that of finite-
state machines, which, in addition to a combinational unit, possess a memory unit
so that the outputs depend not only on the inputs but also on the state of the
memory. They therefore offer the possibility to implement parallel logic operations.
Physical realizations of electrically and optically addressed finite-state machines are
discussed. Special emphasis is given to electrical addressing which is currently able
to implement logic on a single atom and even to concatenate.
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1 Introduction

Molecules, nanosystems, dopants in bulk material, etc., exhibit multiple
(quasi)stationary discrete energy states by virtue of their confined size. Electrical
charge is also discrete. So is spin that we will not discuss further here. We provide
examples where the ability to selectively address and probe the discrete states
allows implementing complex logic operations at the nanoscale. In our approach,
the nanosystem itself acts as a logic combinational circuit or a finite-state machine,
and the logic is implemented at the hardware level [1, 2]. Information processing
is executed by exploiting the specific time evolution of the system induced by
the inputs. The outputs are the final states selectively reached as a response to the
inputs. We therefore make an advantage of the nanoscale, which is imposed by the
cardinal technological need to reduce the size of the circuit. We not only perform
logic at the nanoscale but our devices can and do perform much more complex
operations that a switch. So we not only go beyond the switching paradigm but we
also intrinsically increase the complexity of the logic that is for us implemented at
the hardware level.

The most straightforward way to go beyond the switching paradigm is to
implement Boolean combinational circuits directly on states of the confined system
that response selectively to perturbations and produce a readable output. Since the
early work of de Silva [3, 4], there were numerous demonstrations of logic gates
operating at the molecular scale; for reviews, see [5-10]. Typically, the inputs
are provided chemically and/or optically or electrochemically to chromophoric or
electroactive systems in solution or organized as a monolayer on surfaces. This
mode of operation, while well suited for monitoring and intelligent sensing, does not
provide a direct mean of scaling down the size of the device; typically an ensemble
of several thousands or millions of molecules are responding, nor does it allow to
easily address the need to concatenate the devices, that is, to cascade the output
of one device as an input to the next one. In the field of DNA computing [11-
20], addressing biosystems based on artificial DNA or RNA systems does solve
the problem of the cascade: one DNA strand can be released from a DNAzyme
complex acting as a device and serve as an input to the next device [21]. Another
recent example of cascade is based on electrochemical addressing [22].

Logic gates and combinational circuits can also be implemented at the nanoscale
by electrically addressing molecules or nanoparticles trapped in well-defined
nanogaps [23-28]. While this approach truly allows to downsize the devices and to
address fewer molecular complexes, ideally a single one, it often suffers from a lack
of reproducibility, as it is a challenge to produce identical devices at the nanoscale.
Here too, the problem of the cascade and of scalability has not yet received practical
solutions.

One route that we explored and on which we report below is that of a
molecular solid-state approach, based on single-atom transistor (SAT) [29-31]. In
that approach [32-35], the logic gates are implemented by addressing electrically
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the electronic levels of a single-dopant atom embedded in a transistor. These devices
are fully CMOS compatible, stable, and reproducible and can be concatenated. We
show below that one can use the CMOS machinery to cascade the output of a SAT
as an input voltage for the next one. This approach is also scalable.

Optical addressing is a very promising route for selectively exciting the discrete
states of a system and probing the outputs in order to realize gates and combinational
circuits [36-38]. When implemented using short to ultrashort pulses, it can lead to
very fast rates of information processing. The recent developments in the synthesis
of attopulses [39—41] in particular offer the promise to be able to selectively excite
and probe directly electron dynamics with a petahertz rate of information processing
before dissipation due to the onset of the motion of the nuclei takes place [42]. It
remains however a challenge to immobilize the molecular systems and move to
solid-state optically addressed devices. A promising route in that direction is that of
coherently exciting transitions of dopant atoms in solid. This approach combines the
advantages of atoms in the gas phase (i.e., spectrally narrow transitions) and solids
(i.e., large storage density and scalability). It has mainly been developed for data
storage [43,44] but recently applied to the realization of logic gates [45].

Beyond Boolean combinational circuits, the complexity of logic operations can
be further increased in different ways. One is to depart from Boolean logic and
move to multivalued logic, which allows the processing of more information per
logic operation. The molecular scale is particularly well suited to do so because
several discrete states can typically be addressed and probed. However, the price
is to be able to physically distinguish between more than two possibilities and to
design more complex logic gates than in binary logic, that is, a two-ternary-input
logic gate has nine possible outputs. We will discuss below examples of multivalued
logic gates and circuits, mainly ternary logic circuits. Base 3 was shown to be the
best compromise between the exponential increase in information processing and
storage and the assumed linearly increasing cost in physical resources to be able to
do so [46].

Another promising route to higher throughput is to operate simultaneously on
several states, thereby achieving parallelism at the molecular scale. For implement-
ing parallelism, we rely on the model of finite-state machines [47,48], which possess
a memory unit where the states of the machine are stored and a combinational
circuit that processes inputs and the states of the machine to produce new states
and outputs; see Fig. . When the memory of the finite-state machine consists of
several states, they are all addressed in parallel to produce a new set of states for the
next operation. The logic is processed by the time evolution of the system that has
to be described at the quantum level because of the size of the system. However, the
parallelism that we propose is quasi-classical [49,50] and does not rely on encoding
information in the phase of the wave function. As such it is less prone to noise than
quantum information processing [51].
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Fig. 1 A schematic inputs
representation of a finite-state
machine
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2 Cascade of Logic Devices

To be efficient and scalable, the cascade of logic devices must be such that the
physical nature of the output of one device can be transmitted to the next device
as an input. For scalability to be possible, one needs to be able to achieve gain,
that is, to amplify the signal when going from one device to the next. We review in
this section two very different schemes that satisfy these requirements: a full adder
implemented by cascading two single-atom transistors [33] and cascades of gates
realized on DNAzyme systems [21]. Both examples use Boolean logic and can be
generalized to multivalued logic. The devices operate in different environments and
on different time scales but share the common features of implementing directly
the gates at the hardware level and being able to sustain cascade because there is a
possibility to restore the signal with gain. In the SAT, gain is achieved using a load
resistor, while in the biodevice, gain is achieved by amplifying the DNA strands that
serve as input/output. A noteworthy aspect is that the SAT is literally a single-atom
device.

The cascade of full adders implemented on SATs is fully CMOS compatible and
uses in an essential way the ability to electrically address severable electronic states
of the dopant atom in the SAT; see Fig. 2. In addition to the ground state (GS), the
dopant in its neutral state has two exited electronic states that can be resolved in a
current map [29, 30]. There are several ways to implement a full addition, either by
concatenation of two half adders [37, 38, 52, 53] or by directly mapping the truth
table of the full addition on the level structure of the system [54].

A full adder has three inputs [55], the two digits to be added, x and y, and the
carry in, Cy,, from the previous addition cycle and two outputs, the sum out that
needs to be read and the carry out. To cascade two full adders, one needs to transmit
the carry out of one addition as a carry in to the next device. The SAT is used to
perform the addition of the two input numbers, x and y, as shown in Fig.3. One
important point in the design of the scheme is that the SAT performs an arithmetic
addition, as is shown in Fig. 3c; see also the truth table, Table 1. The two inputs are
encoded in the values of the two voltages, V}, the applied bias and V§, the gate
voltage. The values are chosen so that the measured current is zero for the (0,0)
input since for these values of V;, and V§, the system is in the Coulomb blockade
region, I; for the (1,0) and (0,1) inputs (one level, the GS, contributes to the current)
and I, = 21; for the (1,1) input (two levels, the GS and the first ES contribute to



Realization of Complex Logic Operations at the Nanoscale 199

v, (mV)

10G16 didV, (uS)

-30 25
-20 20
s 10 15
£ 0
> 10
10
5
20
30 0

320 340 360 380
Vg (mV)

Fig. 2 (a) Energy scheme for the addressing of the electronic levels of a dopant atom in by a
source drain (V}) and a gate voltage (V) in a transistor configuration. (b) The corresponding
scheme for the Coulomb map and (c) the measured Coulomb map [29] for a single As dopant atom
in a FinFET transistor

the current). The carry in is provided through a carry-in buffer (CIB, see Fig.4)
which consists in a FET with a load resistor that lets current through only when
the arithmetic sum (a.s. in Table 1) is larger than one. The carry-in FET and the
SAT are placed in parallel, so that the total current out of the unit is the arithmetic
sum, x + y + Cji,. The FET and the SAT are sufficient to perform the full addition
with gain. The arithmetic sum, a.s., is then decoded into a binary number to get
the sum out by applying the voltage corresponding to the a.s., V;, to a SET with a
Coulomb blockade periodicity such that current goes through only when the voltage
Vi corresponds to the a.s. of 1 or 3. As shown in Fig.4, in total, four transistors,
a SAT, a SET for decoding the sum out, the CIB, and a load resistor for gain
and providing the carry in, are needed to perform a full addition. These are to be
compared to the 28 needed for the best CMOS implementation [56]. See [33] for
the experimental demonstration of a cascade of two full adders.

We next illustrate the implementation of a cascade in a completely different
context, using a biosystem based on DNAzymes [21]. This system presents the
necessary requirements for concatenation too: the output of one gate can serve
as an input for the next gate because inputs and outputs are of the same chem-
ical nature, a DNA strand. This is what is usually very difficult to achieve in
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Fig. 3 Scheme for the
implementation of the full
adder showing which levels
of the dopant atom contribute
to the current for the different
pairs of inputs. Adapted from
[33]

Table 1 Truth table of a full
adder

R.D. Levine and F. Remacle

o
(yu) 3uaimd

eV,

X Yy Cin a.S. Com S out
0 0 0 0 0 0
1 0 0 1 0 1
0 1 0 1 0 1
1 1 0 2 1 0
0 0 1 1 0 1
1 0 1 2 1 0
0 1 1 2 1 0
1 1 1 3 1 1

The three inputs are the two binary numbers x and y and
the carry in, Cj,. The next column is the arithmetic sum, a.s.
The measure of the current of the SAT gives the arithmetic
sum which is encoded in base 4. The next two columns
are the two binary outputs of a full adder, the carry out,
Cou, and the sum out, Soy. Note that the binary number
(Couts Sour) is the arithmetic sum. The part shaded in gray
corresponds to the entries for which the Cj, is 1

optical/chemically addressed molecular logic systems. Moreover, because it is
possible to amplify DNA, the DNAzyme-based devices show gain. While the
previous example based on single-atom transistors can be integrated in CMOS

DNAzymeggates offer prospects of applications in
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DNAzymes are catalytic nucleic acids that can self-assemble in the presence
of metallic ions and cleave a substrate, a DNA strand containing a ribonuclease
(rA); see Fig. 5. They have been extensively used for building automaton [16] and
realizing complex logic operations [18-20, 58]. In most cases, DNAzyme gates
are used to implement single-use gates [16, 18-20, 57, 58] and may require the
presence of additional enzymes for their operation. The design that we report on
here is modular and protein-free. It can also be used to build automata [59] and
reconfigurable gates [60]. Moreover, the operation of the gates does not destroy their
building components. Upon receiving the inputs, the logic gates self-assemble from
a library of subunits of DNAzymes and a library of substrates that the DNAzymes
can cleave, thereby releasing the output. The computational module is built of a
processing and an input subunits; see Fig.5. The catalytic DNAzyme core binds
i essing subunit. The inputs are nucleic
with predesigned recognizing arms of
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Fig. 6 Implementation of an XOR gate using the self-assembly of a DNAzyme computational
module. Adapted from [21]

DNAzyme subunits to form the input subunit. Upon assembly of the computational
module by addition of the input, the DNAzyme cleaves the substrate and the output
is released. For simple binary gates, the monitoring of the outputs is through
detection of a fluorescence signal. The substrate is tagged by a fluorophore and a
quencher. The fluorescence is quenched as long as the substrate is bound to the
DNAzyme. Upon cleavage, the fluorophore is separated from the quencher and a
fluorescence signal is monitored. With this design, one can implement all important
two-input binary gates (AND, OR, XOR, INH, NAND, NOR) as well as the one
input gates NOT and FAN OUT. One therefore has access to a complete set of gates.
We give in Fig. 6 the details of the implementation of the XOR gate. The DNAzyme
is acting on the same substrate, but its recognizing arms can bind to two different
sequences of DNA, either AB or CD. The input strands /; and I, are respectively
ABC’D’ and A’B’CD where an X’ indicates the complementary sequence of X. If
either /) or [, is present, the DNAzyme self-assembles and the substrate is cleaved,
leading to a fluorescence signal. When both inputs are present simultaneously, a
DNA duplex is formed that is more stable than the DNAzyme, and no fluorescence
signal is observed. See [21] for more details. Circuits of gates acting in parallel can
be built using this design by directing the assembly of DNAzyme modules acting on
different substrates through the assembly by the inputs. Each substrate can be tagged

allows monitoring the output of a given gate. The pair
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Fig. 8 Three-layer cascade implemented by using protected substrate for the first two layers of
the circuit. Adapted from [21]

of inputs is common to all DNAzyme computational modules. A circuit showing an
INH, XOR, and AND gates acting in parallel has been designed [21]. This circuit
realizes simultaneously a half adder (XOR and AND) and a half subtractor (XOR
and INH).

In the circuit shown in Fig. 6, the output signal is read by fluorescence which
prevents for cascading the output of one gate as the input to the next gate. Cascade
can however be easily achieved when the cleaved DNA strand can serve as an input
for the next DNAzyme computational module, that is, when the inputs and the
outputs are of the same physical nature. The price for doing so is to use a more
complex substrate where the ribonuclease DNA strand is partially hybridized in
egion Il and by a complementary DNA strand that when released will serve as
ig. 7). To achieve a multilayer circuit, the
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relative stabilities of the different DNA duplexes and DNAzyme complexes must
be carefully engineered. The protected DNA sequence complex of the first layer
must be more stable than the DNAzyme computing unit of the second layer and
so forth. The substrate for the last layer is a simple one as used for the one-layer
circuits discussed above and is tagged by a fluorophore. Reference [21] shows that
itis possible to build a three-layer circuit that is a cascade of a YES-AND-INH gates
(see Fig. 8). Using this design, one can also build a fan out and amplify the signal.

3 Multivalued Circuits

Contemporary classical and quantal binary gates are built on Boolean logic that
deals with variables that can take one of two values, 1 or 0. Nanoscale-confined
systems typically possess several discrete states that can be selectively excited and
probed. Executing logic operations in a basis larger than base 2 allows taking
full advantage of this inherent complexity to increase the amount of information
processed by the gates, thereby opening the way to reducing the size and power
consumption of logic devices. However, the implementation of multivalued logic
operations at the nanoscale is very demanding because the gates are complex and
the number of possible inputs and outputs increases exponentially with the radix of
the base used. For a given radix p and number of logic variables n, there are p”
possible inputs and p”" possible functions. For this reason, most implementations
are in base 3 [62-66]. In base 3, the logic variables are three valued. An integer in
n

base 10 is written in base 3as [ = ) ¢, 3'. In base 3, there are 27 unary functions,
while there are only 4 in base 2. The number of functions of 2 ternary variables is
19,683, while there are only 16 functions of 2 bits. Balanced ternary variables take
the values —1, 0, or 1, while the values of unbalanced ternary variables are O, 1,
and 2. There are very few implementations of base 3 logic gates at the hardware
level [34,35,67]. Most of the implementations are based on CMOS transistors and
use base 2 at the hardware level.

Charge states are systems of choice for implementing ternary variables because
they can be positive, neutral, or negative. For example, we have used the charge
states of a metallic quantum dot [68] to implement a complete set of ternary gates
[69, 70]. One possible complete set of ternary gates comprises two two-variable
gates, the MIN operation that is a generalization of the AND gate in binary variables
and the MAX operation that is a generalization of the OR gate in binary. For a
ternary variable, the negation is not unique. In addition to MIN and MAX, three
negation gates are needed to build a complete set of gates, the simple ternary
inverter, STI, and the positive (PTI) and negative (NTI) ternary inverters [70]. The
truth tables of these 5 gates are given in Table 2. Figure 9 shows the results of a
realistic simulation of an electrical device operating as a ternary logic gate where
the possible values of the variables are —1, 0, and 1 [68]. The device consists in an
array of three gated coupled quantum dots. It accepts two ternary inputs (the two
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Table 2 Truth tables of the

MIN —1 0 1
ternary logic gates MIN and
MAX and of the negation -1 -1 -1 —1
gates STI, PIT, and NTI 0 —1 0 0
1 -1 0 1
MAX —1 0 1
-1 -1 0 1
0 0 0 1
1 1 1 1
Input STI PTI NTI
-1 1 1 1
0 0 1 —1
1 —1 —1 —1
MIN Gate MAX Gate

(c®® O (<2

Fig. 9 Top: Computed output of a min and a max logic operation in ternary variables for which the
inputs are the gate voltages G1 and G2. The charge on the middle dot is detected by a capacitive
coupling to a SET [68]. Bottom: Schematic view of the device

gate voltages applied to the two end QD that can either be lowered or raised or left
unchanged) and produces an output that is the minimum or the maximum of the
two input values depending on the number of electrons on the device. The output
is encoded in the charge (negative, neutral, or positive) of the middle quantum,
as detected by a SET. The processing of the logic takes advantage of Coulomb
blockade in a many-electron device. The electronic dynamics induced by the rising
of the gate voltages G1 and G2 on a ns time scale was simulated at the many-
electron quantum level using a Hubbard Hamiltonian [71,72].

The MIN and the MAX operations do not require the introduction of a carry bit,
for example, the case for an addition. Another operation for which no carry bit is
needed is the multiplication of balanced ternary variables. This scheme allows in
principle for the multiplication of a rather long number made of several digits by a
constant, where each d1g1t multlphcatlon can be treated by a separate unit, without
any ne ansfe unit to the next. We have proposed two
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Fig. 10 An EFM .
. tip
experimental output for NP
balanced ternary
multiplication. The two
inputs are the charge on the -1
NP and on the tip. The repulsion
readout is the sign of the
force with a key as shown on
the right. Adapted from [67] 0
attraction

+1

Table 3 Operation of the first half adder
Output of AND
Intermediate state =  operation (Cy) =
intermediate sum = charge on right

Initial state = Carry in Voltage pulse = x output of XOR dopant R at Finx
LtR (0) 0 L*R(0) 0
LtR (0) 1 LRt (D) 0
LRT (1) 0 LRT (1) 0
LRT (1) 1 LR (0) 1

The “carry in” is stored in the initial state, left column. The first digit is encoded in a pulse of
voltage that is applied (0) or not (1). The intermediate sum is the output of the XOR operation. The
charge on the left or on the right dopant is measured at the plateau of the field strength where the
field is maximal. For a half addition, the charge on the dopant on the right gives the intermediate
carry C;

physical realizations, also based on the charge states of a confined nanosystem
electrically addressed, a SAT [34] and a SiO, NP encapsulated in an insulating
protein [67].

We discuss here the latter implementation. One of the numbers to be multiplied
is encoded into the charging of the NP by a conductive AFM tip. The charging
can be positive (value +1), negative (value —1), or no charging (value 0). After the
encoding of the first number in the NP, the second number is encoded in the charge
of the tip that can also be negative (—1), neutral (0), or positive (41). The output
is read by electrostatic force microscopy (EFM), which probes the electrostatic
repulsion or attraction between the NP and the tip, according to their respective
charge; see Fig. 10. This scheme can be generalized to the multiplication of an
n-digit ternary number by a constant and operates at room temperature [67].

We conclude this section on the physical realization of multivalued devices by
the implementation of a full ternary adder on gated silicon nanowire [35]. The truth
tables of a ternary addition are shown in Table 3. Like the binary addition discussed
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sum carry

Fig. 11 Ternary addition implemented on a MOSSET. (a): Current maps as a function of the top
and side gates (see panel c) for an AC bias of 1.7mV. (b): the values of the sum-out and the
carry-out current for a carry in = 0, (¢): schematic of the device. For more details, see [35]

above, a ternary addition has two outputs, the sum out that is the output of the
addition modulo 3 of the two numbers, x and y, to be added and the carry out that
needs to be cascaded to the next addition. The sum and the carry out can be defined
from the value of the integer, s, that is the arithmetic sum of two ternary numbers to
be added, as the two ternary numbers 7 and #;, respectively:

s
s=x4+y, th=5—143, t1=§

where ¢, is nearest integer of s/3.

The device is a multigate MOSSET (metal on insulator single-electron transistor)
[73]; see Fig. 11. The three ternary inputs of the adder are encoded in the three
gates of the device; the two numbers to be added are encoded in the top and
side gate, and the carry-in in the back gate. An alternating bias voltage applied
between the source and drain gates results in an average current that is positive,
zero, or negative depending on the value of the gate voltages. Its mapping in ternary
variables provides the outputs. Heat maps of the averaged current obtained upon
application of an AC bias voltage measured as a function of the top and side gates
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for a given value of the back gate exhibit strips of positive, zero, and negative current
that can be mapped on the truth table of the ternary sum-out and carry-out functions;
see Fig. 11 for the current map for a carry-in value = 0. The heat maps for the carry-
in values of —1 and 41 are obtained by varying the back gate; for more details,
see [35]. Being fully CMOS compatible, this device is scalable, cascadable, and
inherently CMOS compatible.

4 Finite-State Machines

Molecular systems respond to a perturbation according to the state they are in.
As such, they are inherently suitable to implement finite-state machines [47] at
the hardware level. A schematic representation of a finite-state machine is shown
in Fig.1 above. Finite-state machines can execute linear and nonlinear logic
operations. A well-known and simple model for a nonlinear implementation is that
of a set-reset machine [47], of which several implementations have been proposed
on various molecular and nanosystems using optical [74-76], electrical [52,77,78],
biochemical [79, 80], or electrochemical [81-83] addressing. Finite-state machines
can also be used to implement a full addition. We have proposed optical [45,84] and
electrical [85] implementations. In these schemes, the full addition is performed
as two half additions. In the implementations that we proposed, a half addition
requires the addressing of three quantum states optically [84] and of two quantum
states electrically [85]. As discussed above, a full addition has three inputs, the two
digits to be added, x and y, and the carry in from the previous addition. It produces
two outputs, a sum out and a carry out. For the first half addition, the carry-in bit
is stored in the state of the device, and the input digit x is encoded in the pulse
of light [45, 84] or of voltage [85] that triggers the dynamics that processes the
logic operation. The first half addition adds the carry-in bit to one of the digits
to be added and gives as outputs an intermediate sum, Sj; = Ci, @ x, and an
intermediate carry, C; = Cj,-x, where “-” means an AND operation and € means an
XOR (addition modulo 2) operation. The symbol “+” is used for an OR operation.
The intermediate sum is stored in the state of the device. The second half addition
proceeds as the first one; the second digit to be added, y, is encoded in a pulse of
photon or of voltage and combined with the intermediate sum to give the sum out,
Sout = Sint @y = Cin ® x @ y, that is stored in the state of the device and a second
carry, C; = Sin - ¥. The second carry must be combined in an OR operation with
the first one to give the carry out, Coyy = C; +Cy = x-y +x-Ciy + ¥ - Cip. Since the
two carries cannot be 1 simultaneously [84], detecting the signal corresponding to
C; or C; during the two half additions gives the carry out. The finite-state machine
implementation of a full adder is nonlinear and requires a one-state memory.

We first illustrate this design by the implementation of a full adder on a molecule
of dopant atoms in a Si transistor. The physical system we consider is a single
electron bound to a shallow-donor pair (e.g., Pj ) in silicon. In the experimental
setupyratime=dependent source=drain'bias applied in a direction parallel to the
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Fig. 12 Top: Schematic of the device. Two donor atoms are placed at the depths R; (L, left dopant)
and R; (R, right dopant) along the z direction from the Si — SiO, interface and separated by a
distance d = |x;—x»| in the x direction. The source and drain electrodes are used to apply an
electric field along the x direction. The RF-SET is used to detect the charge on the right-dopant
atom. Bottom: The localization of the one-electron wave function computed for the ground state
(GS, left) and the first excited state (1st ES, right) at zero field and at F, = 0.01kV; for more
details, see [85]

Si — SiO, (001) interface allows to control the localization of the charge on one
or the other dopant atom; see top of Fig. 12. The two donors are not placed at equal
distance from the interface, R; # R;. Since the ionization potential of the dopant
atom is controlled by its distance to the interface, this gives us the ability to build
a “heteronuclear” dopant molecule and to control the degree of covalent vs. ionic
bonding, using dopant atoms of the same chemical nature, here phosphorous. This
flexibility is important for the design of logic schemes.

In the single-valley approximation, the time-dependent Hamiltonian for 2
dopants written in Cartesian coordinates reads
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where the first term is the kinetic energy of the electron, the second is the
time-dependent external electric-field potential, the third is the Coulomb potential
of the two centers, and the fourth and the last are the image-charge potential
of the donors and of the electron. my =0.191 m. and m =0.916 m. (m. is the
mass of a free electron) are the transverse and longitudinal effective masses,
respectively. In the logic device that we discuss below, there are N =2 dopants.
Q = (Ssioz — SSi)/(SSiOg + 851) where Esi = 11.4 and €8i0, = 3.8 [86, 87] The
ground state and lowest excited-state wave functions at zero and finite fields are
solved for numerically on a grid by the Lanczos method [88].

By positioning the two dopants at a slightly different distance from the interface
and far from each other so that they are weakly coupled, it is possible to almost
completely localize the electron on the left or on the right in the ground state of the
two-donor molecule, without applying any external field. In the configuration shown
in Fig. 12, the right dopant has a lower energy than the left dopant, and since the two
dopants are very weakly coupled, in the ground state of the dopant molecule, the
electron is localized on the right-dopant atom (positive x coordinate). We denote the
ground state of the one-electron two-dopant molecule as LTR. In the first excited
state denoted LR, the electron is localized on the left.

The electron charge distribution can be shifted by applying a static electric field.
If a strong field is applied along the x direction, F, = 0.01kV/cm, the ground
state is of the form LR with the electron localized on the left dopant, and in the
excited state, L*R, the electron is localized on the right. The corresponding charge
distributions are shown in the bottom panels of Fig. 12.

The full addition is implemented as a nonlinear finite-state machine, using a pulse
voltage with an asymmetric time profile:

Frnax xp (—(t — ton)?/2t2) 1 <lon
Fx(t) = Fmax fon <1 = loff (2)
Fmax eXP(—(f - toff)2/2t;/v2 1> loff

where #,, = 10ns is the adiabatic switching constant and ¢/, = 100 ps the diabatic
switching-off constant. These switching times ensure that the switching-on process
(t < toy) of the electric field is long so that it is an adiabatic process where the
quantum state of the system is maintained as can be seen in Fig. 13. Say that the
system is initially in the ground state at zero field, cf. Fig. 13a. Then the electron
is localized around the right donor. By adiabatically switching on the electric field,
we move the electron from the right donor to the left, or from state LTRtoLRT.In
suchyasprocess;thessystemystayspinsthesground state. The quantum state is preserved
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Fig. 13 Computed charge densities on the left and on the right dopants as a sequence of two
pulses is applied to the two-donor pair. Top: The sequence of applied pulses. The total duration of
one pulse is 40 ns. The shape of the pulse is given by Eq. (2). t,, = 36ns, to = 38ns, ¢, = 10ns,
and 7], = 100ps. Fyx = 0.01kV/cm. Bortom: The initial condition is the ground state when
F, = 0. After the first pulse, the charge has switched on the left dopant. Upon application of the
second pulse of voltage, the charge is back to the right dopant

even though the electron has switched sides. Next, at 7., we suddenly switch off the
field very fast. The system has little time to adjust to this change and continues to
stay essentially in the same state of the electron, namely, LR™. Since this state is not
an exact eigenstate of the Hamiltonian at the final stage (when F, = 0), the charge
density oscillates with a small amplitude around a mean value that is not exactly
1or0.

The net effect after one cycle, duration 40ns in Fig. 13, is that the electron is
moved from a zero-field state L*R to a zero-field excited state LR, going through
the intermediate state LR™ at finite field. This intermediate state is actually the
ground state of the system when the field is on. In the next cycle, the initial state
at zero field is the excited state of the donor pair, localized on the left donor and
upon applying the voltage pulse, the charge is moved back to the right donor.

The full adder operates as a finite-state machine. We use two internal states of
the machine whose localization switches when the gate pulse voltage reaches its
maximum value (see Fig. 13). At zero field, in the ground state, LTR, the electron
is localized on the right, and in the first excited state, LR, the electron is on the
left. At finite high field, the ground state is LR™ (electron on the left), and the first
excited state is LR (electron localized on the right).

A full addition proceeds along the general lines given above. The “carry-in” bit
is stored in an internal state of the machine at zero field. We take that the electron on
the right, which is the state LTR, corresponds to the logic value 0, while the electron
on the left, which is LR, corresponds to the logic value 1. For the machine to be
cyclable, it is necessary that at the end of the addition, the “carry-out” digit is stored
as an internal state of the machine, ready to be used as the “carry-in” bit for the next
addition.
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Table 4 Operation of the second half adder

Intermediate state = Final state = sum Charge on R at Fx =
intermediate sum Voltage pulse =y out output of AND (C,)
LtR (0) 0 LtR (0) 0

LtR (0) 1 LRt (D) 0

LRT (1) 0 LRT (1) 0

LRT (D) 1 L*R (0) 1

The second half adder realizes that addition of the intermediate sum and the second of the input
digits. The state of the machine is always defined at zero field. The charge on the right dopant is
measured at the maximum field strength

The first digit to be added is encoded in applying or not a voltage pulse. If the
digit to be added has logical value 0, no pulse is applied, while if the digit has the
value 1, a pulse is applied.

The localization of the electron is changed from left to right or vice versa when
the pulse field is applied, which performs an XOR (or addition modulo 2) operation
between the input and the state of the machine. The intermediate carry output is
encoded into the localization of the electron on the right dopant at high field, before
it is diabatically switched off. If the electron is localized on the right dopant at high
field, the intermediate carry has logical value 1 and if not, it has logical value 0.
The measure of the charge of the right dopant at high field corresponds to the
AND operation between the input digit and the state of the machine and gives the
intermediate carry. These operations are summarized in Table 3.

At the end of the first half addition, the intermediate sum is stored as the state of
the machine, and the intermediate carry, Cj, has been measured at the high-field
end. In the second half addition, Table 4, the second input digit is added to the
intermediate sum, leading to the sum out and the second carry C,. The sum out is
the state of the machine at zero field, after the second pulse is over. The C, output is
given by the value, O or 1, of the charge on the right dopant at high field. Since the
two carries, C; and C,, cannot be 1 simultaneously, to detect a charge on the right
dopant at high field during either one of the two cycles means that the carry out is 1.

The full adder logic scheme discussed above can be experimentally realized by
integrating the two-donor system with a single-electron transistor (RF-SET) and
a pulse gate. The entire gate pulse sequence for a full adder requires three pulses,
which rise adiabatically and fall suddenly. The first pulse sets the system in its initial
state, depending on the carry in. The next two pulses correspond to the logic inputs
and are kept at F,x for a time long enough (~s) for the RF-SET to measure
whether the charge is on the right dopant. After applying these pulses, the final state
of the system, which is the sum, is read out by the RF-SET. The total length of
a pulse sequence is much shorter than the computed decoherence lifetime of the
system [89,90], which was experimentally verified in [90].

The optical implementation relies on the same basic design [45, 84]. It requires
the coherent addressing of a three-level system with two laser pulses. The energetics
of the three levels must obey a A shape (see Fig. 14a). Level 1 is the ground state,
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Fig. 14 Principles of the design of the STIRAP adder implemented by a finite-state machine.
(a) The A level scheme. State 1 is the ground state; state 2 is a metastable state that can fluoresce
and be transiently populated via the kinetic route. State 3 is a metastable state with a long lifetime.
States 1 and 3 serve to encode the logic values of the memory state of the finite-state machine.
(b) The SP pulse that serves as the inputs. (¢) A quantum simulation of the dynamics of a full
addition cycle. The two inputs are 1, so two SP pulses are applied. The Cj, value is 0, so initially
the system is in state 1. The sum out is zero, so the final state is state 1. The Coy is 1, which is
measured by monitoring the fluorescence from state 2 during the second SP pulse. The longer time
state flipping on the right illustrates the possibility to reset the machine; for more details, see [84]

level 2 is an intermediate state that can fluoresce, and level 3 is a metastable state,
stable for a time longer than that required for the implementation of the two cycles
necessary for the full addition. For the excitation, we use two overlapping strong
laser pulses, one that is quasi resonant with the transition between state 1 and state 2
(the pump pulse) and one that is quasi resonant with the transition between state 2
and state 3 (the Stokes pulse). The input is encoded in the two overlapping pulses
that we define as an SP pulse (see Fig. 14b), Stoke first and then pump. The essential
point of the design is that using such a pulse, there are two distinct ways for going
between states 1 and 3, depending on which state is the initial state. We adjust
the parameters of the SP pulse, strength, overlap between the S and the P pulses,
detuning from resonance, in such a way that (a) if the initial state is the GS, state 1,
the population will be transferred to state 3 following a STIRAP (stimulated Raman
adiabatic passage) mechanism [91-93], with 100% efficient without any transient
population into state 2. This route is called the counterintuitive route because
the input pulse, SP, first dresses the 2—3 transition and then is quasi resonant with
the 1-2 transition. When the parameters of the SP pulse are correctly adjusted, one
can show that the system follows adiabatically an eigenstate of the time-dependent
Hamiltonian that has no amplitude on state 2. Because, in the scheme, only state 2
can fluorescence, this route is also called the dark route. (b) If on the other hand, the
initial state is state 3, the same SP pulse will take the system to state 1 via the kinetic
is quasi resonant with the transition 2-3,
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and there will be a transient population in state 2. That population will be then taken
to state 1 by the P pulse. For this route, the parameters of the SP pulse must be such
that it is a “bright” state of the time-dependent Hamiltonian of the system that is
adiabatically followed. The parameters of the SP pulse are therefore adjusted to be
optimal for the two routes [45, 84,94]; a quantum simulation is shown in Fig. 14c.

The logic encoding of the variables is very similar to the one used above in the
electrical implementation. Tables 3 and 4 are valid for describing the operation of
the finite-state machine, providing the states LTR and LR™ are replaced by states 1
and 3 and that the encoding of the intermediate carries into the charge on the right
dopant is replaced by measuring fluorescence from state 2. State 1 and state 3 serve
to encode the memory state of the finite-state machine. The carry-in bit is encoded
in the initial state of the system, in state 1 if its value is O and in state 3 if it value
is 1. One of the numbers to be added, let us say x, is encoded in the SP pulse, x = 0
if no pulse is applied, and x = 1 if a pulse is applied. The next state of the machine
stores the intermediate sum of the first half addition (Table 3) and the intermediate
carry C) is detected by fluorescence from state 2. Depending on the value of the
carry in, the flipping of the state of the memory by the SP pulse will go via the
STIRAP dark route (no fluorescence from state 2, C; = 0) or via the kinetic bright
route (fluorescence from state 2, C; = 1). In the second half addition, the second
input, y, is combined with the intermediate sum that is stored in the memory state
to give the sum out and the second carry. As discussed above for the two-dopant
adder, since the two intermediate carries cannot be 1 simultaneously, to measure the
Cout, it is enough to monitor fluorescence from state 2 during the two cycles. After
the two cycles that perform the full addition, one needs to read the sum out and to
encode the carry out into the state of the machines. This is possible but requires
extra SP pulses. As shown in Fig. 14c, it is also possible to reset the machine when
the reading of the states is not secure enough. This can be due to the fact that the
state flipping does not occur with a 100% efficiency and to decoherence processes
and external noise. This principle of operation has been demonstrated by coherent
STIRAP addressing of a doped solid [45].

The finite-state machines discussed above possess a single state in its memory.
To close this section, we discuss briefly an example of optical addressing by a short
pulse that simultaneously addresses several states of a molecular system [50]. The
experiment consists in a fs IR pump-probe experiment on the vibrational states of
metal carbonyl complexes in solution, W(CO)4 or Mn(CO);Br. The fast relaxation
induced by the collision with the solvent molecules allows us to describe the
vibrational dynamics by a kinetic scheme, dP(¢)/d¢ = KP(¢). The relaxation is
probed by frequency-resolved measurements of the time-delayed probe pulse (see
Fig. 15), and the two-dimensional spectrum is fitted by the kinetic scheme.

The several vibrational states that can be probed and are involved in the relaxation
kinetic scheme can be thought of the memory states of a finite-state machine,
Fig. 16, the processing of the logic being realized by the kinetic matrix [49, 50].
The machine is massively parallel because at every time step, its output is a new
population vector where each component is a transform of the input. Note that in
this case, we implement a linear finite-state machine [48].
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Fig. 15 (a) 2D transient absorption spectrum (AOD) of the Mn(CO)sBr complex in CCly at
298 K, plotted as a function of time delay and frequency. The weak pump fs laser pulse excites
the complex at 2,025cm™!. The transient absorption signals for the fundamental bleaching
transitions (Avjo) at 2,052 and 2,001 cm™! and the first excited-state transitions (Avs;) at 2,039
and 1,980cm™" for the E and A, states, respectively, are indicated. (b) The solvent-induced
relaxation scheme of the v = 1 manifold of Mn(CO);Br. The states are labeled as the number of
vibrational quanta in (A1,Ex,Ey; bath). (¢) The corresponding kinetic matrix. Adapted from [50]

—

AJ = C >
exp(K.j) —

= YO =% P[(j+1)s1]

H—=y(+1)

Fig. 16 A schematic of the operation of the finite-state machine based on the Mn(CO);Br
complex. y(j) refers to the internal states of the machine at time j&t. The output is the
measurement of the probability vector P at time j§¢. It is the result of the operation of two matrices.
The matrix A/ = exp(Kj ) operates on the internal states at time j§¢, and the matrix C transforms
the state vector y(j + 1) into the output vector, P

5 Perspectives

Confined nanosystems are systems of choice for the implementation of complex
logic operations at the hardware level. We showed that the same principles govern
the implementation of composite logic on various systems, single-atom transis-
tors electrically addressed [32, 33, 35], nanoparticles addressed by electric force
mlcroscopy [67] and DNAzyme complexes chemically addressed in solution [21,
ed by fs laser pulses [50], and coherently
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addressed doped solids [45]. Cascade of logic operations can be implemented in an
efficient way for both types of systems, as well as finite-state machines [45, 59, 85].
Furthermore, the implementation of finite-state machines addressed by laser pulses
opens the way to the realization of quasi-classical parallelism [49,50]. One essential
advantage of these structures is that their many internal states make them suitable
for multivalued logic [34, 35, 67, 68]. These systems are of interest for different
kinds of technological applications. Single-atom transistors are CMOS compatible
and could be integrated in CMOS architectures as task-dedicated units. For this, one
needs to be able to take advantage of the technique of deterministic doping [31] to
design more complex structures in Si and use dopant atoms with electronic spacings
compatible with operation at room temperature. DNAzyme systems are promising
systems for intelligent sensing and nanomedicine [57].

In our future work we expect to combine the different multiprocessing ideas that
we discussed above. This will adapt the architecture of finite-state machines that
allows the use of multivalued variables in a natural way. We envisage such machines
with multimemories or, equivalently, multistate. And we shall use parallelism so that
multiprocesses are executed in parallel.
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Binary Full-Adder in a Single Quantum System

Parallelization Using the Quantum Hamiltonian
Computing Approach

N. Renaud and C. Joachim

Abstract In this short book chapter we show how to implement a complex Boolean
function in a simple quantum system using the quantum Hamiltonian computing
approach (QHC) [Ref: J. Phys. A: Math. Theor. 44 (2011) 155302 (15pp)].
Following the QHC approach, the logical inputs are encoded in local modifications
of the system’s Hamiltonian, and the outputs are read in the oscillation frequency
of the population of well-defined target states. Few simple examples are presented
first introducing a graphical aid that facilitates the design of QHC circuits. Using
this graphical analogue to our symbolic analysis, we demonstrate how to easily
implement multiple-inputs multiple-outputs logic gates taking benefit from the
superposition principle. A binary full-adder is presented using this generalization
of the QHC approach. We also show that using their nonlocal effect, each logical
input needs to appear only once in the system and that different logical outputs are
computed simultaneously.

1 Introduction

Taking benefit of the quantum superposition principle, it has already been demon-
strated how to compute one Boolean function for all the possible values of the
logical inputs in a single time step using quantum bits [1, 2]. Using this quantum
parallelization scheme, one can set up quantum algorithms able to extract the prime
factors of a given integer [3] or search a data base [4] much faster than any other
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classical implementations. However it’s much harder to use this parallel schemes to
improve simple arithmetic circuits like half- or full-adder [2,5,25] where one would
like to perform several Boolean operations in a single time step.

In their simplest forms, Boolean logic gates compute a single logical output from
two logical inputs, and several logic gates need to be cascaded with each other
to form an arithmetic circuit able to add multi-digit numbers [6]. This cascading
approach requires several clock time to complete a given complex logical operation
with information transfer from one step to the next. This sequential procedure leads
to the well-known carry rippling problem encountered during the computation of
a sum [7]. Digital electronic circuits also suffer from another issue: most of the
times, each logical input must be duplicated at several points of the circuit. These
duplications generate a cluttering problem on the circuit and increase its energy
consumption. Therefore, great efforts have been made to limit these duplications,
but more than sixty years have been necessary to save one transistor in the
implementation of a simple 2-input XOR logic gate [8,9].

The so-called quantum Hamiltonian computing (QHC) is a recent idea in the
field of quantum computing and proposes to use the logical inputs to deform the
trajectory of a quantum system [10-16]. It is therefore quite different from the tradi-
tional quantum computing scheme where operations are performed by an assembly
of qubits. In the QHC approach, the logical inputs, labeled & ={o, ..., opn},
are encoded in well-identified parameters of the system’s Hamiltonian, .77 (e).
Starting from a fixed nonstationary initial state, |®,), the system evolves following
the solution of the Schrodinger equation: |¥(t)) = exp(—isZ (e)t/h)|D,). Any
modifications of the logical inputs change the Hamiltonian and ultimately deform
the quantum trajectory of the system. Designing correctly this Hamiltonian one is
able to decide where the system’s trajectory goes for a given value of the logical
inputs or at which frequency it oscillates in a given direction of its phase’s space.
The logical outputs are probed at target states, labeled |®;,), via the value of
the oscillation frequency, noted §2,, of their populations : Z2(t) = |(®,, |¥(1))|>.
If £2, is a low frequency, the corresponding logical output is 0 and the logical
output equals 1 for a high oscillation frequency. The exact meaning of “high” and
“low” depends on the nature of the system whose typical oscillation frequencies can
range from the gigahertz to the petahertz [16]. Here we will consider frequencies
above the terahertz for a 1 logical output and frequencies below the gigahertz for
the logical level 0. This corresponds to the standard time scale for through-bond
superexchange electron transfer mechanisms [17]. This peculiar output encoding is
motivated by the relationship between this oscillation frequency and the electronic
transmission coefficient through the system when embedded in a tunneling junction
[18]. Our QHC approach has already led to experimental implementations of a
simple NOR logic gate whose logical output status was probed using the tunneling
current intensity passing through a single molecule [19,20] and new molecules have
been recently proposed [21].

In this chapter we present our symbolic analysis of the QHC approach that has
recently been used to design a programmable quantum system that can be tuned to
performdifferent Boolean functions[16]7Although efficient, this analytical method
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is cumbersome, and we present here a simple graphical analogue. We then extend
our analysis to larger systems where the initial and the target states are defined as
coherent superposition of several noninteracting states. This extended version of the
QHC approach allows us to implement complex Boolean logic functions in simple
quantum systems. As an example, a full-adder is presented.

2 A Symbolic Analysis for Simple QHC Systems

The symbolic analysis of the QHC circuit presented in [16] is based on a complex
analysis of the resonant transfer between the initial and target state. A more
comprehensive graphical analysis of the analytical development presented in [16]
is represented in Fig. 1. The system is composed of the initial state: |®,), the target
state: |®;), and three quantum states forming the core of the device and where
the logical input «; and «; are encoded. The initial and the target states interact
with the central system via weak couplings, . The results obtained in [16] for
the simplest logic gates are reported in Fig. 1. The oscillation frequency from |®,)
to |@,) varies with the logical inputs, and the NOR, AND, and XOR logic gates
are easily and efficiently implemented. These three logic gates are obtained for
different values of the energy E. To determine these values of E, one can use the
symbolic analysis developed in [16] or a graphical aid like the one represented in
Fig. 1. This figure shows the spectral dynamic of the central system, that is, the
displacement of its eigenvalues and deformation of its eigenvectors, induced by
a modification of the logical inputs. When o = o, =0, only one eigenstate, with
an energy ey, interacts with the initial and the final state. If one input is set to 1,
a bonding and antibonding eigenstates are created, and when the two inputs are
set to 1, three eigenstates are available to go from the initial to the target state.
These three situations are labeled .#)(«), #1(a), and %> («) in reference of the
symmetric Boolean operators .7; () they correspond to [16]. As a reminder, the
symmetric Boolean operator ., () equals 1 if and only if n of logical inputs are
set to 1. For example, the case o; =, =0 corresponds to .#(er) =1 and so on.
All these eigenstates have different energies and can be used as resonant pathways
between the initial and target sate. If one of this eigenstate is in resonance with
|®,) and |®y), the population of the target state oscillates rapidly and the logical
output is consequently 1. On the other hand, if none of the eigenstates are in
resonance with the initial and the target states, the oscillations on |®,) are very
slow and a 0 logic output is obtained. Tuning the energy E, specific pathways,
corresponding to given values of the logical input, can be chosen as well. Hence,
setting E equal to the antibonding state created when only one input is set to 1 leads
to the implementation of a XOR gate. Indeed, for this value of E, slow off-resonant
oscillations are obtained between the initial and target state the system when the
two logical output are set to 0. When one logical input is set to 1, the antibonding
state of the central system is in resonance with the initial and the target state and fast
resonantoscillationsare'obtainedatthe'target state. Finally, when both inputs are set
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Fig. 1 Comprehensive picture of the mechanism underlying the programmable device designed
in [16]. Depending on the value of E, different eigenstates of the central can provide a resonant
channel that creates fast coherent oscillations between the initial and the target states leading
ultimately to different logic functions

to 1, none of the three eigenstates are in resonance with the initial and the target state
and the fast resonant oscillation are replaced by slow off-resonant ones. An XOR
logic gate is therefore obtained since the populations of the target state oscillates
rapidly only when one and only one logical input is set to 1. By the same token,
setting E = 4 /2 leads to an AND gate and tunning E is resonance with ¢, leads
to a NOR gate. A complexification of the system is then necessary to implement
other Boolean function, but the general mechanism remains the same [16]. In simple
terms, the QHC approach proposes to control the spectrum of a quantum system via
the logical inputs and to read this spectrum at precise energies to measure the value
of the logical output. The QHC approach takes then benefit from the large difference
between the resonant and off-resonant transfer rate to obtain a large ON/OFF ratio
for the different logical outputs status.

The mathematical formulation of the graphical aid presented above relies on the
expression of the oscillation frequency, labeled £2, from |®,) to |®,) through the
central Hamiltonian 7 (o) where the logical inputs, e, are encoded. This oscillation
frequency can be expressed using the Lowdin effective Hamiltonian and can be
written as [16]:

Q@) =2 (7 E,a) Fins(F(E.a)) (1)

where & is the Cauchy principal part, § the Dirac distribution, and .% a function
characteristic of the system that localize the eigenvalues of 7 (e) (see appendix
for details). In (1), the principal parts characterize the slow oscillations obtained
out of resonance and that encode for a 0 logical output. At the contrary, the Dirac
distribution represents the fast resonant oscillations obtained when one eigenstate
of 74 is in resonance with |@,) and |®;) and that encodes for a 1 logical output.
Consequently, only the Dirac distribution is kept to define the logical response of
the system. This distribution was then decomposed over the set of values that the
logical inputs can take [16]. In the case where all the logical inputs are equivalent,
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N
B(E,a) =) (@) §(F(E, ) )

i=0

where .¥; (@) is the i-th symmetric Boolean operator. «; refers to any combination
of the logical inputs in which i of the logical inputs is set to 1 and the other is set to
0. In that frame {&; = 1, op = 0} is equivalent to {&; =0, a, = 1} and is noted «;.
The function .% depends on the parameters of 7% (e) and is the corner stone of our
approach. Locating the zeros of this function allows to determine analytically the
value of the Hamiltonian’s parameters that lead to a given Boolean function. When
applied to the system shown in Fig. 1, (2) reads :

B(E,a1,0) =S, a) - §(E —e) 3)
Pl a) - 3(E - 1)

+ S (ay, o) - 8(%[[‘?2 - 2])

In this equation, specific Boolean operators can be selected by tunning E to
cancel the arguments of the corresponding Dirac distributions. For example, the
value: E = =+ 1 are the roots of the function in argument of the Boolean distribution
associated with the operator .7} (o1, &2). Setting E to this value selects this operator,
and a XOR function is implemented. Similarly, setting £ = 0 selects the Boolean
operator .%y(a1, «;) and gives a NOR gate, and with £ = + V2, an AND gate is
obtained by selecting the operator .%5 (1, «2). These results are of course identical
to the ones obtained with the graphical aid represented in Fig. 1, and both methods
are employed in the following to implement much more complex Boolean functions.

3 Extending the System

To implement larger Boolean functions, one could think of finding a system that
presents a common eigenvalue for different configurations of the logical inputs. If a
system as an eigenvalue equals to e, for o) # a5 and for &) = o = 1, then setting
the energy of the |@,) and |®,) to E = e, gives fast oscillations frequencies in this
two cases and would lead to the implementation of a OR gate. This approach leads
to an interesting problem of topologically equivalent isospectral operators but is far
from being convenient to implement logical devices. To simplify this design, a much
simpler solution consists in reading the spectrum of the central system at different
energies. To do so, the initial and the target state must be a superposition of several
noninteracting states of different energies. Let us hence write the initial state as:

“)
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where the states |¢(1) ), . |¢(L) ) have the energy {E}, ..., £} and do not interact
with each other. To 1mplement a logic function with N logical outputs, N target
states are required. Let us write each of the n-th state as:

kn

|®s, ) 2 (5)

Each of the |@;,) can be a superposition of any number of states, but to each

state, |¢}()i)) must correspond a state |¢(A)) both having the same energy to allow
fast resonant transfer between |@,) and |®p, ). If an eigenstate of the central system
is in resonance with |¢(A)) and |¢}()i) ), fast resonant oscillations are obtained on the
target state defining a 1 logical value for the n-th output. Using multiple states to
define the initial and target states, different pathways with different energies can
be used to obtain resonant oscillations from |®,) to a given |®;, ). This avoids
the delicate problem of finding isospectral operators and makes the design of our
systems considerably easier.

The symbolic expression of the response of such system can be obtained by
following the same approach than in [16]. This demonstration, given in appendix,

leads to: "
By () = Z%(a)- [ZS (Z(ED.a )} (©)

where E, M is the energy of |¢>(A) ) and |¢>(A) ). As previously, .%; («) is the i-th, the
symmetric Boolean operators, .% a function that localizes the eigenvalues of 74 (),
and «; a configuration of the logical inputs where i and only 7 logical inputs are set
to 1 (see appendix for detail). Compared to (2), an additional sum is found in (6).
This new sum reflects the possibility to read the spectrum at different energies and
is the key to implement complex logic functions in simple systems taking benefit
from the superposition principle.

To illustrate this approach, let us consider the case of a 2-input NAND gate with
a ={o, o} and where the target state | @) is a coherent superposition of two states
of energy E; and E,. The response of the system on |®;) reads:

Bo) = So(on, @) - [§(F(E1.00)) + 8(F (E2.00))]
+ S (a1, ) - [8(F (E,01)) + 8(F (E»,01))]
+ S (a1, ) - [§(F(Ey, 11)) + 8(F (E2, 11))] (7)

To implement a OR gate in this system, one can impose the condition
F(E1,01=01)=0 and .Z#(E,,a;=11)=0. As pointed earlier, using (2)
(obtained in the case where |®@,) was not a superposition of two states) requires
to find an Hamiltonian for which the function .% cancels out for the same value
of E in the cases o) # o, and oy =« =1 [16]. Using the superposition principle
releases this constraints and allows us to use one value of E for oy # o5 and another
value of E for o) =ap = 1.
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Fig. 2 Graphical representation of a full-adder implemented following the QHC approach. The
energy of the states composing the initial and the target state are easily determined using the
dynamics of the eigenvalues of the central system

4 A Full-Adder in a QHC Approach

To give an example of a multiple-input multiple-output logic function, let us focus
on the simple case of the full-adder that performs the addition of three binary digits
a ={u, oz, o3}. The expressions of the two logical outputs of a full-adder are:

CARRY (@) = S(a) + S(a) SUM(e) = .¥ () + .75(ex) (8)

To construct the quantum system performing this operation in the QHC approach,
two target states, |®p,) and |Pp,), are required. We suppose that the logical output
of CARRY(a) and SUM(a) are, respectively, probed on |®p,) and |®p,). To
implement this 3-input Boolean function, we propose to use the central system
whose Hamiltonian is:

|§1) 182) 183) [€4)

e o) 0oy o3

Ay =| ¢ - ©)
az; 0 0 e

since it is the simpler system where the three logical inputs are equivalent. Each
of the three logical input links a central state to a peripheral one and has the same
effect on the eigenvalues and eigenvectors of %) (). A brief diagonalization of this
matrix leads to the analytical value of its eigenvalues whichare E+ =e £+ /), o2
and E( = e with this last eigenvalues being degenerated three times. To implement
a full-adder using this system, one can use a graphical representation similar to the
one used in the previous section and represented in Fig. 2.
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Using this graphical tool, it is easy to find at which energy to read the spectrum to
implement the two functions of (8). Hence to implement the CARRY, the energies
E, and E, can be set to £ = V2 and E,= V3. Following the same strategy,
the SUM is performed setting E3 =1 and E,4 = +/3. Hence, the initial state is a
superposition of 4 noninteracting states and each target state the superposition of
two states:

90) = 5 (6) + |¢§2>> R T

B0} = —=(16) + 162)) 180} = —=(16) + [6)) (11)

V2 V2

To read the spectrum, these states has to be connected to the central state
of () through weak coupling strength ¢ = 1073 eV leading to the system
represented in Fig. 3a. The same results could be obtained using the formal version
of the symbolic analysis described by (6). Applying this equation to the system
studied above, the symbolic expression of 28 (&) reads:

Bi(e) = S@][5((E1 —e)) +8((E2—e))]
+5’1(a)[8((E1 —e)? — 1)) + 8((E2 —e)? — 1))]
+S5(@)[8((E1 —e)* —2)) + §((E2 —e)* — 2))]
+S5@)[8((E1 — e)* = 3)) + 8((E2 — )’ = 3))] (12)
Tuning the values of the reading energies allows to select given symmetric
Boolean operators. For 5 (a) to match CARRY (&), the arguments of the Dirac
distributions associated with %5 («) and .#3(ec) must be null. This leads to £} —
e= ++/2and E; —e = + +/3. Similarly, the symbolic expression of B, (et) reads:
By(a) = S(@)[8((E3 —e)) +5((Eq —e))]
+ A (@)[8((Es —e)* = 1)) + §((Es —e)* — 1)) ]
+S5(@)[8((E3 — €)* = 2)) + 5((Es —e)* - 2))]
+75(@)[8((Es — e)* = 3)) + 8((Es — ¢)* = 3))] (13)

It is once again easy to show that for 28, (a) to match SUM(«), the arguments of
the Dirac distributions associated with .7} (&) and .75 () must be zero. This directly
leadsto E3 —e= *+land E4—e= + V3.

To confirm this QHC implementation of a full-adder, the oscillation frequencies
of the target states populations have been numerically computed for all the possible
values of the logical inputs and are reported in Fig.3b. These calculations show
clearly that an accurate implementation of the full-adder have been reached.
When elther CARRY(oc) or SUM(a) equals 1, the oscillation frequency of the

e about 1/5 Thz, whereas it falls down to
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111 1 0.201 1 0.192

Fig. 3 Top—representation of the Hamiltonian performing the full addition of o, o, and 3.
Bottom—numerical calculations of the oscillation frequencies on the target states |@p, ) and |®j, ).
These values respect the desired truth table

With the initial and the target state being defined as superposition of state, only
a part of the initial state cross the system each time a resonant transfer pathway
is provided by the central system. The maximum population on a given target
state decreases with the number of noninteracting states used to define the initial
superposition and to create this target state. It can be easily shown that with the
definition (4) and (5), the maximum value of the population is e = (L - L,)"".
For example, in the case of the full-adder designed above, this maximum amplitude
reaches /5. In a more general way, this decrease of the output signal amplitude
with the complexity of the logic device can be estimated via the number of logical
outputs, N and the average number of symmetric Boolean operators, noted (N o (q)),
involved in the expression of the logical function. In this situation, each logical
output must be, in average, the superposition of (N o)) states and the initial state
must be a superposition of N x (N o)) states. The maximum population follows

then: Fnax =[N x (N, y(a))z]_l. The maximum amplitude decrease linearly with
the number of logical outputs but is drastically reduced when the complexity of
each output increases. It is hence more advantageous to realize a lot of simple logic
functions than a handful of complex ones.
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Despite this decrease of the output amplitude, the implementation presented
above presents significant improvements compared to its classical counterpart. First,
the two logical outputs, CARRY («) and SUM(«), are computed simultaneously
without any delay and without carry rippling. Usually, SUM(«) is computed first,
and its output status is injected in a second stage to compute CARRY («). This
sequential procedure is replaced by a parallelization of the two operations in
the QHC approach. Besides, the QHC implementation of the full-adder does not
require the duplication of the logical inputs at different points of the Hamiltonian
whereas each one of them are distributed at many locations of a full-adder electrical
circuit [9,23,24].

The same procedure has been used to implement larger logic functions such as
a 2-bit adder in a 31 x 31 matrix Hamiltonian or a 3-bit adder in a 107 x 107
matrix Hamiltonian. The severe decrease of the maximum population reaching the
target states of these large systems is the strongest limitation of our approach.
Nevertheless, following the QHC approach, the addition of two words of n-bits can
be performed in a single step and using each logical input only once in the circuit.
This approach is consequently a suitable solution for highly parallel computational
schemes taking benefit from the quantum properties of the system.

5 Conclusion

The symbolic analysis of a QHC circuit has been generalized accounting for the
possible superposition of the initial state and the presence of several superposed
target states. The nonlocal effect of the «; on the J%(«) eigenvectors makes
available any modification of the logical inputs all over the quantum system. Using
this quantum conversion of the a classical inputs, the QHC approach overcomes
the classical electronic architecture on several points. First, each ¢; is used only
once in the Hamiltonian whereas they are duplicated at many points of an electrical
circuit. We have, for example, designed a full-adder with only three commuting
elements, whereas a minimum of eight is required in the most recent transistor-
based electronic circuit. We have also demonstrated that a QHC circuit is able to
compute different logic functions in parallel. For example, we have designed a QHC
circuit adding two words of two bits in a single computational step where dozen of
steps are required in an electronic circuits. This QHC architecture will have now to
be converted in a realistic molecular chemical structure as it was the case for the
simple NOR logic gate [19,20].
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A.1 Simple Symbolic Analysis of the QHC Approach

A brief overview of the recently developed symbolic analysis of simple quantum
systems is presented in this appendix. The development of the general symbolic
analysis developed in Sect. 2 is based on this previous work, and the interested
reader should refer to the reference [16] for further details. The general form of the
Hamiltonian implementing a 1-output logic gate reads:

Iba) |5)
() = OE OE ¥t (A1)
7| A

where |¢,) is the initial state of the evolution and |¢,) the target state where the
logical output status is monitored. If the population of |¢,) oscillates with a high
frequency, the logical output is 1 and is O if this oscillation frequency is low. The
Lowdin partitioning of the system is used to access the value of this oscillation
frequency, noted £2 in the following. Introducing the projector P on the {|¢,), |¢s)}
subspace and the projector Q on the rest of the system, the effective Lowdin
partitioning reads [22]:
%ff(E,(x) = P%(Q)P + 7]]1_1‘)% PWQMQ%P (A2)
The evolution generated by this 2 x 2 Hamiltonian smooth the complex evolution
going through the .7Zj(a) subspace by a Rabi-like evolution whose oscillation
frequency is precisely £2. An expression of §2 is given by the difference of the
two eigenvalues of 7 (E, o). This expression can be written in term of a Cauchy
principal part and a Dirac distribution as:

Q) =2 (F (E.0) Find(F(E.a)) (A3)
where the function .% (E,«) comes from the diagonalization of % (E, o) and

reads:
F(E,a) = o X det(E — %(a)) (A4)

with o7 = [\/(haa — hpp)? + 4h§b]_1 and h;; = (¢i|Vadj[E — H5(e)]V |p;). The
principal part refers to the slow oscillation frequency obtained when .% (E, &) # 0.
At the contrary, when .Z (E, &) = 0, the Dirac distribution dominates (1), and this
leads to a high oscillation frequency. We are particularly interested by locating the
points where .7 (E, &) =0 since they correspond to the rare values of the phase
space where a 1 logical output is obtained. Consequently, we approximate the
expression of 2 only considering the Dirac distributions. Our symbolic analysis
relies therefore on the expression:

B(Eya)y=15(7 (E.a)) (A.5)
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This last expression is however not a symbolic analysis since it does no involve
Boolean operators. A decomposition of B(E, «) over the possible values of the
logical inputs can be obtained using the properties of the Fourier transform of Dirac
distributions. Using this decomposition, (A.5) is reexpressed as a sum of Dirac
distribution weighted by Boolean operators. In its most general form, these operators
are symmetric Boolean operators, .7; (&), that equals 1 if i logical inputs equal one.
This expression reads:

N
B(E.a) =Y Fi(a) §(F(E.ay_)) (A.6)

i=0

Each Dirac distribution is associated with one of the Boolean operator. Therefore,
one or several .%; () operators can be selected by canceling out the argument of
their respective distribution.

A.2 Pseudo-Boolean Symbolic Expression
in the General Case

The demonstration of (6) can be obtained from the same Lowdin partitioning
used in the A.1. However, a simpler and more insightful demonstration is possible
studying the properties of the population of the target states. To demonstrate (6), the
complete expression of &, (¢), when the |®,) and |®,) are given by (4) and (5),
reads:

L Ly,

Z Z (53 )le—lﬂ(tx)tw)(l )) (A7)

bn Aa=1A=1

f@abn (t) =

A very fast oscillation is only obtained between two states |¢(s” ) and |¢(A“)) with
the same energy. Therefore, to have a resonant oscillation, we must have s* = 4.
Neglecting the low-frequency components of (A.7) which does not respect this last
condition leads to:

2
Ly,

sy —i 4 Sr):
> gy e @) (A8)

ba 1321

Considering only the cases where only one eigenenergy of 7% (e) is possibly equal
toone E; = (¢‘§l)|<%ﬂ|¢§l)) = (¢l§l)|<%ﬂ|¢l§l)) energy leads to:

1 3,6 —it @ 60 |
Pap, (1) = —— > | (@, e @' g, (A.9)
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since the crossed terms (g) e~ @1 () (¢ e @1 |9 are null unless
k=1. We clearly see here that if only one term of this sum is resonant, then
the maximum amplitude for small times of (A.9) is (LLy, ). Now, if k % ()
eigenenergies are equal to k different E,, then very high-frequency components
appear in %, (t) and the maximum amplitude this function reaches for small times
is ¥*/(LLy,). For example, if one .74 () eigenenergy is equal to E; and another one
to E;, then a l/a| E; — E ;| frequency appears in the Py, (¢) spectrum and the small
time amplitude of this function increases to 4/(LL,,). Such a situation is however not
explored in the following.

Since (A.9) is the superposition of elementary terms, the secular oscillation
rate, §2,, is also the superposition of the secular oscillation rates of each

A . A
|(q,’>l§s”) e i @) \2 function given by:

Ly,

2@ =Y 2 (y—l(Esé,a)) Find(F(Ey «)) (A.10)

A=1

Neglecting the principal part in (A.10) to define the pseudo-Boolean symbolic
expression of £2,, () leads to:

Ly,

Bla) =Y §(F(Eg.a) (A.11)
A=1

Using the decomposition of each term of this sum over the symmetric Boolean
operators introduced in the previous section leads finally to :

Ly,

M
Ba) =Y Sl | Y (F(Eg.axyy) (A.12)
A=1

i=1
_ det(E,, — Hi@))
\/(haa - hbb)2 + 4h2b

with iy = (™ |V adj[Ey, — %(a)]quS;s")). This completes the demonstration
of our generalization of the QHC approach to large systems.

F(E,, . ) (A.13)
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A Controlled Quantum SWAP Logic Gate
in a 4-center Metal Complex

Mohamed Hliwa, Jacques Bonvoisin, and Christian Joachim

Abstract A monomolecular four center low spin paramagnetic organometallic
complex is proposed and theoretically studied to work as a controlled quantum
swap molecule logic gate. The magnetic super-exchange interaction between the 2
intramolecular qubits depends on the oxydation state of a third intermediate center
itself controlled by an intervalence electron transfer process. A model system is
build up using entangled spin qubits in the framework of an Heisenberg-Dirac-Van
Vleck like spin Hamiltonian demonstrating the effective swapping operation of this
complex.

1 Introduction

Interconnected in an electrical circuit, single molecules can enter in the construction
of a calculating unit [1]. A single molecule can also be the calculating unit by itself
either in a semi-classical [2,3] or in a quantum like architecture approach [4]. For a
quantum like architecture, the input data can be encoded either in the initial quantum
state [5] or in the Hamiltonian [6] of the electronic states of the molecule. For the
former, the qubits are positioned along the molecular board. The quantum inputs are
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encoded in specific non stationnary states of the molecule electronic structure. For
performing a quantum computation, Rabi like oscillations result which will fade out
due to decoherence and relaxation processes [7]. In the time interval between the
initial qubit preparation and the progressive involvement of a decoherence process,
it is therefore important to control when to start and when to stop the quantum
computation.

Let us consider the simple example of an interacting 2 qubits system described
by the hamiltonian H = Hy + Al defined on the {|i j)}; ;= canonical basis set
where I describes the qubit interactions. When A is no zero, a swapping operation
Us on the 2 qubits is defined by Ug |i j) = |j i)[8]. Over the ¢, time series,
Us=exp (—i%t) for t =1,. When A is set to zero the {|i j)} basis set is the H
eigenbasis set and there is no swapping. Therefore to control a swapping operation,
the solution presented in this letter is to switch ON and OFF the interactions
between the qubits using an external stimulus. Mixed valence organo-metallic
complex molecules are very well adapted for such a control swapping. First, an
organometallic complexe can be prepared in low spin oxydation states. Under a
static magnetic field, this defines a set of qubits each localized on one metallic
center [9]. Second, through bond magnetic superexchange interactions along the
organic board of the organo-metallic molecule mediate the quantum information
between the qubits with a moderate interaction decay between them as a function of
the board length [10]. Third, intramolecular electron transfer processes are known
to control the magnetic super exchange interaction [14], a nice way to control the
swapping.

In this letter, a generic 4-metal center organometallic mixed valence complex is
proposed able to perform a swapping operation controlled by light. After the initial
preparation of the intramolecular qubits system, the swap can be initiated at will and
stop before the decoherence by a reverse intramolecular electron transfer process.
In the subsection 2.1, the chemical structure, the swapping process and its control
on this 4-center organometallic complex are presented. In the subsection 2.2, the
Hilbert space to model this 3-center/3-electron system is presented and in subsection
2.3 the corresponding valence bond like magnetic Hamiltonian. In section 3, this
Hamiltonian is used to demonstrate how the swapping is performed when the qubit
magnetic interactions is ON.

2 The Swaping Molecule Gate Structure and Design

2.1 The Controlled Swapping Mechanism

The structure of a controlled swap molecule is presented in figure 1. In this 4 metal
center organometallic complex, the M; and M, sites are carrying the two qubits
which are paramagnetic Low Spin (LS) within a doublet ground state. M 1’“’ and
Mé”' are stabilized in their respective oxidation state by their own coordination
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Fig. 1 The model structure of a 4-center controlled swap organometallic complex. The magnetic
interaction between the metal centers M; and M, can be switched ON or OFF depending on the
oxidation state of M3 which changes respectively from # to (n — 1) under electron transfer between
M; and My induced by a specific light radiation. “OFF” is the initial ground state configuration and
“ON” the swapping state of the molecule. V,, is the electronic through bond interaction between
M; and My in their respective oxidation states. J is the spin super-exchange interactions between
M, and M, centers through M3

sphere. They are in magnetic interaction via conjugated organic bridges, through
a third central metal ion M§”+. This through bond super-exchange magnetic
interaction can be switched ON and OFF depending on the M3 oxidation state. This
state can be changed from m =n (doublet electronic ground state) to m =n — 1
(singlet electronic ground state) by exciting the Inter-Valence Transition (IVT) (or
Metal-Metal Charge Transfer (MMCT)) band of the lateral M3 — M4 mixed valence
part of this 4 center complex. M3 is the control swapping site of the gate.

When constituted of four identical metallic centers M, the special feature of
this molecular structure is that the coordination spheres around each metal ion can
be different by chosen different substituents on the surrounding ligands opening a
possible optical selective excitation of each center to prepare a given qubits state
superposition. A realistic chemical structure of this swap molecule is presented in
figure 2 where M is a ruthenium. As required, this molecule is a non symmetric
tetranuclear complex where all the peripheral ruthenium entities are different from
each other due to their different coordination spheres (R; # R, # R4). Several
necessary chemical steps towards this target molecules have been made [11-13]

2.2 The Model Electronic Basis Set

Each external metal ion M["* and M, of the complex hold an unpaired electron
(s= %, ms;= * %) spin state. Under a static external magnetic field, each defines
a well localised qubit which can be prepared in a quantum superposition ¢ |%) +
B |—%) When M; is in its (n—1)+ oxidation state, the magnetic interaction between
M 1”+ and M) * is negligible and the two qubits are not in interaction and each qubit
center can be prepared separatly. When the M3 is switched on in its n+ oxidation
state, Mt and M.t are magnetically coupled through the organic ligands via M} *
and the swapping begin [14].
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_ 1+

Fig. 2 A possible chemical structure of the proposed swap molecule whose controlled swapping
process is presented in this letter

Thus, to model this swapping operation, we have to consider the spin interaction
between two unpaired electrons each one localized on one metal of two bonded
centers, namely M|t — M}* and M, — M}'*. The spin interaction between the
electrons on sites My and M, is described by an effective magnetic coupling by
considering only two 1-qubits, one on each of the two target centers. The initial
state is prepared within two paired electrons on the site My and a single electron
on each one of the sites My, M, and Mj. Therefore, to construct the basis set
describing the swapping process, only 3 active centers have to be considered that
is the 3 paramagnetic sites My, M (the qubits sites) and M3 (the control site).

Electron indicernability imposes the use of a Slater determinant canonical basis
set:

{[101),]011),|100),]010),|001),|110)} (1)

to model the swaping operation on this 3-electron/3-active sites electronic system.
The swap mechanism using the M;-M; spin super-exchange mechanism is rep-
resented in figure 3 for each possible canonical preparation state. The intermediate
states described by the determinants |110) and |001) correspond to states in which
the spin of the qubit sites have the same m value. The preparation state can be one of
the states represented by one of the determinants at the left or at the right in figure 3
and the final state is its antagonist. To model the swapping, the model Hilbert space
generated by those 6 determinants can be partitioned into two subspaces :
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Fig. 3 schematic representation of the swapping mechanism

(i) A model subspace which contains the configurations where the qubit sites My
and M, have spins with the opposite signs and for which the control site M3
have either « or B spin.

{1010), |100) , [011),]101)} )

(ii) an intermediate subspace which contains the configurations for which the qubit
sites have spins oriented in the same direction and where the control site have
either « or 8 spin.

{{110),[001); 3)

Whatever the electron spin state on the M3 site and to prepare an initial
doublet state (S = %) of type |010) or |011), there is a probability |Co|? to form
[010) ; (ms= — %) and a probability |C;|? to form [011) ; (my = %). Because of
the degeneracy of those 2 states and by symmetry |Co|? and |C;|? can be taken equal
to 1.

zl"hose six configurations (micro-states) are two by two maximally quantum
entangled so that instead of (2) and (3), two other subspaces of our model Hilbert
space can be defined : a swaping subspace generated by (4) and the control sub-
space generated by (5):
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1 = @t
? [[101) & [100)] = ‘pﬁm )
- [l011) £ [010)] = @,
1 g.u
E [[110) £ ]001)] = ‘®M1M2,M1M2> )

They are expressed as symmetric and antisymmetric linear combinations of
the entangled components of the above defined model and intermediate spaces.
Note that those new symmetric and anti-symmetric states are orthonormal and
consequently not coupled together by symmetry. This allows to describe the qubits
super-exchange interactions by a 2-bloc diagonal hamiltonian built separately on the
symmetric g and on the anti-symmetric u parts.

2.3 The Controlled Swap Hamiltonian in the Interaction
Picture

In absence of an external magnetic field and when the spin-orbit interactions
are neglected, the interaction between two or more paramagnetic centers can
be described through spin operators which acts only on local effective spin
eigenfunctions and therefore represented on the basis set of its localized spin
eigenstates. In a such case, the so-called Heisenberg-Dirac-Van Vleck spin-
hamiltonian Hypyy [15-17] is the most commonly used. Many formulations of
the Hypyy can be founded in literature [18-20], it is a pair interaction operator and
usually it takes the form :

Hupw = Y —J)S..S; ©6)
i>j
where J is the spin exchange coupling constant, generally depending on the
distance r;; between two electrons localized on centers i and j. Let us consider
the two qubit magnetic sites M; and M, so distant from each other that they do not
interact through space directly. Each one is through ligand interacting with the third
magnetic site M3 (control site). In such case, we can write

J=Jiz=Jxn

7
Ji2=0 @

between the spin exchange constants and Hypyy can be simply rewriten:
Hupyy = —J(§1§3 + ~§2§3) (3)

Then, if one uses the 6 Slater determinants in (2) and (3) plus the two deter-
minants |000) and |111) corresponding to the degenerated and non-interacting
quadruplet states, a (8 x 8) HDVV hamiltonian matrix can be constructed to describe
our_magnetic_system. This_matrix_is_bloc-diagonal and contains two diagonal
elements which correspond to the pure quadriplet states and two (3x3) bloc matrices
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involving configurations (micro-states) which are doublets formed by two electrons
holding the same spin and the third one with a spin of the opposite orientation. Inside
the (3 x 3) bloc built on the partial basis set {|001) , |010) , |100)}, the configurations
|010) and |100) are not directly coupled but are mutually interacting via the
configuration |001). In the second (3 x 3) bloc, the interaction between the
configurations |011) and |101) is also passing through the configuration |110). This
is resulting from two successive permutations between spin of opposite signs, firstly
for a single occupied magnetic sites My and M3 (or M, and M3) and secondly a
spin permutation ( or a spin exchange ) between electrons on sites M3 and M (or
M; and M;). The first spin exchange operation gives rise to an intermediate micro-
state in which the spin momentum at sites My and M, have the same m; value and
the control site M3 has an m; value with the opposite sign of its initial value. The
second operation restores the m; value on the magnetic site M3 and performs the
complete interchange between the sign-opposite m values on the farget sites My
and M. the relative energy of the intermediate micro-states is equal to —i—% and the
magnetic coupling exchange energy is equal to —%. Diagonalization of this HDVV
matrix will provide 8§ eigenstates corresponding to 8 non-entangled quantum states
which are 2 by 2 degenerated and consequently the configurational mixed states
define four doubly degenerated energy levels.

On this magnetic Hamiltonian, the effect of an external static magnetic field E;
can be modeled by the hamiltonian:(9)

. S5 5 AN
Hp =pupB.. S = pupB.S; 9)
= A.S; = A(S1, + S2, + S3)

where g, 1§Z and S’iz are respectively the Bohr magneton, the quantification
z—axis projection of the magnetic field vector and of the spin momentum localized
at a given magnetic site M;. By introducing (9) in (8), one obtains a new Hpypyy
Hamiltonian matrix in which the doubly degeneracy in each (3 x 3)-bloc diagonal

sub-matrix are removed as it is shown in the matrix given in (10). The effect of Ez is
to shift the energies of the matrix diagonal elements and consequently to remove the
degeneracies between each pair of the Hypyy eigenstates. The final Hypyy + Hp
(8 x 8)-Hamiltonian matrix is given by:

1000) [001) [010) [100) |011) [101) [110) |[111)
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In the framework of the Heisenberg interaction representation, this is the
valence bond like Hamiltonian matrix used in the next section to get the swapping
Hamiltonian matrix on the canonical basis set of the 3-qubit supporting the swap
logic function between the two qubits at the magnetic sites My and M controlled
by the qubit at the site M3. The spin super-exchange mechanism between the site
M; and M, is performed in two steps. A super-exchange occurs firstly between one
of the target sites M; (or M) and the control site M3. The second step consists in
a spin permutation between the site M3 and the other qubit site M, (or My). For its
initial and final states, a two step transformation has a configuration where the two
spins localised on each qubit site have an opposite sign m; value (+% or —%), but
has an intermediate state configuration within spins on the target sites having the
same m, value.

3 The Time Dependent Swapping Operation

Since the swap system is only defined on the doublet states, one need, for
example, to use the symmetric determinant combinations g. In this case, the final

g
¢M1Mz> and

model Hilbert space is generated by the three determinants ‘055;;1 M2> ,

)055’;41 2 4y M2> given in (4) and (5). Describing the swaping process and given in J
unit, the corresponding (3 x 3)-block Hamiltonian matrix coming from (11) can be
written on this basis set:

g g g
‘¢M11V_12> ‘¢M1M2> ‘®M1M2JV_111V_12>
8 1 0 1
My M, 2 6+/2
g 0 1 1 (11)
M M, 2 6«5
‘ g > 1 5
M\ My, M M, 6+/2 64/2 16

Notice that (11) is free from the static magnetic field contribution. The total SZ
operator action on each state of the final swap space gives zero as eigenvalue. On
each site, the role played by the magnetic field is only to lift up the degeneracy
between the « and B electron spins so that the swapping process can be initiated on
well determined qubits inside the molecule with no direct influence on the process
itself.

To determine the swap oscillation frequency and the time-dependent probability
to find the system in a given quantum state, we have solved the time-dependent
Schrodinger equation using (11). In this representation, the Rabi oscillation fre-

quency between, for instance, an initial state |¢;) = ‘@; M> and a final state
12

|¢ f) = }055’;21 M2> is_given by their effective magnetic coupling via the intermediate
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Fig. 4 The controlled swap time-dependent probability. &, (¢) and 27 (¢). These Rabi oscillations
curves are obtained by using H (solid lines) or H, s (dashed lines)

_ g . . . . .
state |¢,,) = ’45 MM M M2>' The calculation of this effective coupling is performed

by partitionning the total active space Hamiltonian H givenin (11)as H = PHP +
QHQ + PHQ + QHP, where P = |¢) (¢| + |¢/) (/| and O = [¢hn) (] are
the projectors respectively defined on the qubits and the control subspaces. Then,
starting from a given initial state, the time-dependent probability to find the system

2
w(z)> where [Y(1)) = X, Ca(0) [Ya)

and |y,) are the (11) eigenvectors. The time-dependent quantum evolution of
this 3-state swap system results from the superposition of 3 sinusoidals whose
frequencies can be calculated by the 2-by-2 difference of the eigenvalues and their
respective weight by using the time dependent population Fourier transform. The
fundamental frequency of the corresponding Fourier spectrum can also be extracted
using the effective Hamiltonian H¢// = PU'HUP expressed on the basis set
associated to the qubits P-space where U is a non unitary transformation which
bloc-diagonalize the total swap Hamiltonian A [21]. Using this transformation, the

o gl _gelf
: : : eff VA
calculated effective magnetic coupling H; 7

in a final state is given by Z,(t) = <¢ 7

= ———5—— between the 2 qubits
through the central control site is equal to 0.0497 (in J unit). The corresponding
calculated time-dependent (i — f') oscillation probabilities are reported in figure 4.

The first maximum of &7 (¢) giving the fundamental swap oscillation frequency is

reached at the time ¢t = 21’;5’/_, that is 31.562% sec. As an example, for a standard

if
Jr=1100em ™\ [22]ytheswappingioscillation frequency is 597 GH z.
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As compared to a non-controlled swapping system where the 2 qubits are directly
through space interacting to operate a swap, our intermediate control site is not
perturbing a lot the swapping operation. The time dependent evolution is a little
deformed by the presence of the controlling intermediate site. But the 2 additional
frequency components in the swapping time dependent quantum process have a
small enough contribution to preserve a nice Rabi like oscillation of the swapping
in time as presented in figure 4.

In conclusion, we have proposed a molecule and a model to implement a quantum
controlled swap molecule logic gate. The swapping process involves 3 paramagnetic
adjacents centers, the preparation of the active sites is firstly initiated by switching
ON an appropriate light radiation to transfert an electron from the controlling site
to the passive 4" center. The active qubits formation is initiated by applying an
static magnetic field. This external static magnetic field is necessary to define the
qubits on the molecule but its magnitude do not influences the swapping time. From
an experimental point of view, several techniques are under development to detect
[5,23], adress [24], flip [25], visualize [26] or probe [27] single spins on a molecule
with an enough spatial resolution to input the quantum information on our swap
molecule logic gate. It remains to adapt the design of the presented molecule for the
swapping operation to work on a surface.

Acknowledgements The authors like to thank MANA for financial support via the WPI Program.
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Artificial Molecular Nanomagnets as Spin-Based
Quantum Logic Gates

Fernando Luis, Olivier Roubeau, and Guillem Aromi

Abstract Quantum coherence and entanglement give resources to enhance the
capabilities of computers well beyond those achievable by present-day or even
future classical devices. Quantum information processing can be carried out via
a combination of two elementary logic operations: unitary rotations of individual
qubits and quantum-gate operations that involve at least two coupled qubits. An
outstanding challenge for science and technology is to find suitable realizations of
these basic elements. In recent years, magnetic molecular clusters have become
candidates to implement the quantum computer hardware. Here, we summarize
some of the strategies that have been followed to design and synthesize molecular
spin qubits and quantum gates. In particular, we show that molecular clusters
containing two Tb>" ions meet all ingredients required to implement a CNOT
quantum logic gate. The definition of control and target qubits is based on the strong
magnetic anisotropy and the magnetic inequivalence of the two ions, which can be
achieved by chemically engineering dissimilar coordination spheres. The magnetic
asymmetry also provides a method to realize a SWAP gate in the same cluster.
The synthesis of related molecular structures enables a vast choice of quantum-
gate designs. Chemically engineered molecular quantum gates can therefore open
promising avenues for the realization of scalable quantum computing architectures.
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1 Introduction: Quantum Computation and Its Material
Realization

Quantum computation (QC) is based on the idea that the laws of quantum physics
can be used to implement logic operations [1]. Like ordinary (or classical) comput-
ers, quantum computers process information units, or qubits. The main difference
between these two paradigms resides in the fact that each qubit can be in states “0”
or “1” but also in any arbitrary quantum superposition of these two, i.e. any quantum
state of the form |¢) = «|0) + B]1). The computational gain associated with the
use of such coherent superpositions, or “quantum parallelism”, becomes obvious if
one aims to simulate a quantum physical system: the size of the computer register
required to simulate an ensemble of N quantum particles grows exponentially with
N in classical, Boolean logics, while only linearly in a quantum machine [2]. In
the last 20 years, some quantum algorithms have been developed that outperform
classical ones in other complex computational tasks. These include the Deutsch—
Josza algorithm for finding if a function f is either constant or balanced [3], the
Shor algorithm for prime numbers factorization [4] and the Grover algorithm for
searching in large databases [5]. The latter two are of especial significance for their
applications in cryptography and data management, respectively.

Taking these expectations closer to reality largely depends on the development of
(a) suitable physical realizations of quantum bits and gates and (b) efficient methods
to initialize, read out and coherently control and interconnect these elementary units
[6]. In spite of the progress achieved in the last two decades, it is by no means
clear which (if any) of the different quantum computation schemes will prove
successful. Outstanding challenges, common to existing proposals, are the robust
physical implementation of the basic elements and finding methods to scale up
quantum computation architectures to a level where they become of practical use
in technological applications [7].

The material realization of a Boolean bit is a classical physical system with two
well-defined states. In contrast, the counterpart in QC is a quantum two-level system
(see Fig. 1) that can be placed in any arbitrary superposition |¢) =«|0) + S|1)
via the application of external stimuli. A crucial additional requirement is that
quantum coherence (i.e. the relative phase between the different components of the
quantum superposition) is not lost as the qubit changes from one state to another.
This condition implies that the decoherence time 75, associated with the interaction
of the qubit with its environment, must be sufficiently long as compared with the
period 1/£2g of Rabi oscillations between different qubit states (Fig. 1).

A number of potential candidates have been proposed and investigated as the
physical systems to constitute the hardware of QC [7]. The proposals span a wide
spectrum of materials and include ion traps [8], photons [9], nuclear spins [10],
superconducting circuits [11] or spin-based systems, such as electrons in quantum
dots [12] or atomic impurities in semiconductors [13]. The qubit candidates based
on electronic spins are, of course, not limited to spins confined in semiconductors.
An_isolated_spin_s.=1/2, c.g. from_a_ radical or open-shell metal-containing
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Fig. 1 Schematic representation of a spin qubit. Coherent oscillations between the two states of
the basis |0) and |1}, or between any pair of quantum superpositions of these states, can be achieved
via the application of an external radiofrequency pulse at a Rabi frequency §2g

molecule, constitutes also a natural two-level system and can therefore provide an
appropriate qubit realization [14]. In this chapter, we consider yet another family of
materials, artificial molecular nanomagnets designed and synthesized by chemical
methods [15], and describe how to implement with them some basic logic gates for
quantum computation [16, 17].

2 Universal Quantum Logic Gates

A general result of quantum and classical computation science is that any complex
logic operation can be carried out via the application of a few elementary operations,
known as universal quantum gates. For reversible classical computation, in which
logic operations can proceed at constant entropy, the universal gates are the NOT,
the controlled NOT (CNOT), and the controlled controlled NOT (or Toffoli) gates,
acting on one, two or three bits, respectively [18]. These gates are schematically
described in Fig.2. Classical reversible computation is a subset of quantum
computation. Therefore, the choice of universal gates is larger in the latter case.
It has been shown that single-qubit rotations and quantum CNOT gates form a set
of universal gates for quantum computation, i.e. any multiple-qubit logic gate can
be decomposed into CNOT and single-qubit gates [19,20].

The operation of these gates exemplifies also some notable differences between
classical and quantum machines. For instance, the classical NOT gate simply
switches the state of a bit, say from ‘0’ to ‘1” and vice versa. Acting on a |¢;) = |0)
state, a qubit rotation produces instead an arbitrary superposition «|0) + §|1) of the
initial |0) and the “switched” |1
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Fig. 2 Operations of logic gates acting on two and three qubits. The NOT (i.e. the reversal of
an individual bit), CNOT and TOFFOLI gates form a complete set for reversible classical
computation. In quantum computation, single-qubit rotations (Fig. 1) and CNOT quantum gates
are universal

Let us now consider the CNOT gate. A classical CNOT switches a target bit if
and only if a control is in state ‘1’ (an alternative definition with the control being
‘0’ is, of course, equivalent). A property of this classical gate is that it can be used to
perform the COPY of the control bit ‘a’ (a being either ‘0’ or ‘1°). For this, one only
needs to set the input state of the target to ‘0’. The output is then (a, 0) C;())T (a,a);

thus, the target adopts the state of the control. By contrast, this COPY operation
cannot be performed for a quantum bit. To see this, we just need to consider an
initial state of the CNOT gate in which the control lies in a quantum superposition.
The operation of the gate then gives

@[0)c + Bl1)c) ®10)r = @0 @ )+ flllc @) (1)

where C and T refer to control and target states. The output in Eq. (1) is said to be
an “entangled state” of the two qubits, i.e. a state that cannot be written as a product
of states for each qubit [19]. The occurrence of such entangled states is another
characteristic trait of quantum computation (e.g. via the application of quantum
CNOT gates). As said above, this also implies that an arbitrary quantum bit cannot
be copied [1].

Although the CNOT gate is the archetype of two-qubit universal gates, there are
further possibilities. Another example of a two-qubit universal quantum gate is the
/SWAP (Fig.2) [12,20]. It turns a two-qubit state |a, b) (with a and b being ‘0’ or
‘1’, and different) into a superposition [(|a, b) 4 i|b, a))/(1 + 1)]. It can be seen that
a ./SWAP gate also generates entanglement between the two qubits.

The definition of each two-qubit gate determines the properties that its physical
realization must have. A CNOT gate, for instance, consists of two well-defined
qubits, which need to be mutually coupled and be separately addressable via the
application of some external stimulus.

Let us briefly summarize, in what follows, different implementations of universal
quantum gates that have been achieved within the last 20 years. The first proposal
to implement a CNOT quantum gate with an explicit physical system was based
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on ions confined in a trap and cooled by laser beams [21]. In this proposal, two
internal states of each ion define the qubit states. Each qubit can be addressed via
the application of laser pulses focused on each ion. The coupling of two or more
qubits is controlled via excitations of the centre of mass motions of these ions.
The first experimental demonstration of a CNOT quantum gate was based on this
scheme [22]. Another approach that met with early success is quantum computation
with nuclear magnetic resonance techniques [10]. In 1998, Chuang and co-workers
realized experimentally the Deutsch quantum algorithm [23]. They used the 'H and
13C nuclear spins in a solution of chloroform (CHCI3) molecules as the input and
output qubits of the algorithm, respectively. The qubit states are defined by the
projections of these nuclear spins along the external magnetic field. The nuclear
gyromagnetic ratios of 'H and '3C are very different, which leads also to different
Zeeman splittings for the two nuclei under a homogeneous magnetic field. This
property enables the rotation of either one or the other qubit via the application of
electromagnetic pulses of the appropriate frequency. One step of the computation
consisted of the implementation of a CNOT quantum gate on the two qubits.

Nuclear spins and cold ions have in common the fact that they are very well
isolated from their environment, which results in relatively long coherence times.
This fact represents an advantage over computation schemes that use solid-state
devices or materials as qubits, for which decoherence is one of the main limiting
factors. In return, these implementations might be easier to scale up into complex
architectures. Different superconducting devices have been identified as potential
qubits [24]. Their coherence timescales have been improved over the last ten years
to values that are close to those required for the application of fault-tolerant quantum
computation with error correction codes [25]. It is also relatively simple to engineer
superconducting circuits able to couple two such qubits. These properties led in
2007 to the demonstration of CNOT gate operations on two coupled flux qubits [26].
In the following, we describe yet another alternative solid-state technology for the
development of universal spin-based quantum gates that uses artificial, chemically
engineered, molecular nanomagnets.

3 Chemical Design of Magnetic Complexes for Quantum
Information Processing

Chemistry offers a very attractive route for realizing qubits with electronic spins.
Its unlimited versatility allows the engineering of molecules containing open-shell
moieties, disposed in optimal conditions for their use as qubits. In addition, chemical
methods can also be applied to design and synthesize qubit ensembles within robust
molecules, which can provide suitable candidates for diverse quantum logic gates
(see below). A very attractive feature is that macroscopic numbers of identical
molecules can be synthesized in a single chemical reaction.

These molecular materials added to the list of quantum hardware candidates
about a decade ago when it was proposed that qubit states might be encoded
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using the different molecular spin orientations and their quantum superpositions
[27-30]. A differentiating factor with respect to other technologies is that single
molecules can be more than single qubits: several theoretical proposals exist to use
their magnetic energy structure to encode multiple-qubit states or even to perform
quantum algorithms and simulations. Also, some molecular structures embody
several weakly coupled, or entangled, qubits. In this and the following sections,
we review some of the work done to design and realize single qubits and two (or
multiple)-qubit gates in magnetic molecular complexes.

All that is needed to define a molecular qubit is a pair of spin states, which
can be coherently taken from one to another via the application of electromagnetic
radiation pulses, and a sufficiently long spin decoherence time. Organic radicals
with a net spin s = 1/2 represent a simple approximation to this idea. An illustration
of the great potential of molecular design is the preparation of a molecule containing
two separated unpaired electrons (in form of nitronyl nitroxide radicals) exhibiting a
magnetic interaction that can be switched by light irradiation [31]. The photoactive
unit acting as switch is a benzothiophene-based diarylethene moiety. This molecule
could constitute a prototype of a ,/SWAP quantum gate (see Fig. 2). The quantum
operations may be implemented by turning on and off, in a controlled manner and
for a precise amount of time, a Heisenberg exchange coupling between the spins of
two unpaired electrons.

Paramagnetic metal ions obviously provide a vast choice of tuneable electron-
spin carriers, offering several possible spin values and many advantages over
organic-based radicals. Magnetic energy levels, electronic-spin dynamics and even
hyperfine couplings depend on the metal, which can be selected from the 3d, 4d, 5d,
4f and 5f groups. Coordination chemistry provides the means of organizing such
potential qubits into scalable architectures or as mutually interacting ensembles.
For example, strings of weakly coupled qubits have been synthesized by disposing
paramagnetic metal ions as hexacoordinated centres along the axes of triple-
stranded coordination helicates [32]. The strands of the helical assemblies consist of
extended ligands such as oligoimidazoles. The principal axes of the gyromagnetic g
tensor change from a metal ion in the chain to the next, as a result of the helical twist
of the molecule. This provides a means for discriminating the different qubits that
form the array, thus making them addressable individually by electron paramagnetic
resonance (EPR).

Coordination clusters may also become realizations of single qubits. Of
particular interest is a family of clusters with a magnetic core consisting of a [Cr;Ni]
ring (Fig. 3) [30]. Metals in these clusters are typically held together by means of
a combination of bidentate carboxylate ligands and ligands that bridge two metals
through one atom (typically fluoride or alkoxide groups). The antiferromagnetic
interactions between these metal ions lead to a ground-state S = 1/2 for the ring.
The first excited level, with S = 3/2, lies AE/kg = 13 K above the ground-state
level [33]. At sufficiently low temperatures, the two spin orientations mg = +1/2
represent then a proper definition of qubit states |0) and |1), whose energies can be
split via the application of a magnetic field.
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Fig. 3 Representation of the
complex anion
[Cr7NiFs(piv)16] — (piv—

= anion of pivalic acid)
with an uncompensated spin
S = 1/2. All the methyl
groups from pivalate are
removed for clarity

I
Q

Coherent rotations of these spin qubits can be induced, as shown by A. Ardavan
and co-workers [34,35], by resonant rf pulses using standard pulsed EPR techniques.
These experiments give a maximum decoherence time 7, = 15 s and show that
decoherence is dominated by dipole—dipole and hyperfine interactions. Quantum
coherence has been optimized by chemical means: dissolving the molecules in
toluene, reducing the number of magnetic nuclei via isotopic purification (e.g.
replacing H with D) and choosing the appropriate ligand molecules to avoid
fluctuations of the local magnetic fields associated with molecular motions [35].

Chemical design has allowed also the organization of various types of these
heterometallic “wheels” into supramolecular dimeric ensembles [36] and some con-
trol on the intermolecular magnetic interactions [37]. Magnetic susceptibility exper-
iments show the existence of entangled spin states in some of these supramolecular
aggregates [38]. Magnetic coupling and entanglement has also been achieved
in supramolecular structures of high-spin (i.e. S > 1/2) single-molecule magnets
(SMMs). One of the first examples of this kind is a dimer of two [Mny] clusters with
well-isolated S = 9/2 spin ground states and strong uniaxial magnetic anisotropy,
connected via solid-state intermolecular interactions. The magnetic states of the
dimer are quantum superpositions of the wave functions for each constituent [39].

In order to build quantum logic gates with molecular magnetic clusters, and
especially if one aims to integrate these molecules into solid-state devices as a way
of developing scalable computational architectures, it would be more convenient to
have all qubits encapsulated inside a single and robust molecule, designed appro-
priately to carry out the desired operations. This represents, though, a significant
challenge from the point of view of synthetic chemistry. Since their discovery,

i SMMs, mainly involving 3d metals [40],
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Fig. 4 Representation of various molecular aggregates of molecular nanomagnets, together with
the ligands mainly responsible for their assembly. Left: [Mn;40,(OH)4(OMe)4(OAc),(L1),
(HL1)4(H2L1);(MeOH),(H,0)6](AcO),, with hydrogen atoms not shown; middle: core of
[Mn,04(0,CMe)1,(L.2)6)](Cl04)4; right: [(CuTb),L3(NO3)s(H,0),], with hydrogen atoms not
shown

HiLl4 oHO O O O OH

o
H,L5 OHO O 0 0 OH

HL6 N N

Fig. 5 Various bis-f-diketone ligands used for the synthesis of molecular cluster pairs

lanthanide ions [41] or both. However, the vast majority of these molecules have
been prepared by serendipitous self-assembly and not through a rational design.
This makes it extremely unlikely to obtain molecules containing two or more
well-defined and weakly interacting metal aggregates, with predesigned magnetic
properties.

On few occasions, this goal has been achieved by the use of extended multiden-
tate ligands that facilitate both the aggregation of metals as strongly coupled clusters
and the assembly of two or more such entities within stable, covalent molecules. The
examples in Fig. 4 consist of (a) a molecular pair of [Mn;] clusters, each showing
SMM properties, linked by bis-hydroxyphenylpyrazolyl ligands (H4L.1) that also
cement the metals within each cluster [42], (b) four [Mn3] SMMs contained in
one molecule [43], and (c) two well-separated SMM [TbCu] units linked into one
molecule by double dinucleating Schiff-base moieties (H,L3) [44].

The above very promising precedents have stimulated synthetic programs for the
preparation of molecules containing metal cluster qubits, each of them with total or
effective S = 1/2 ground states. One such initiative uses a family of extended bis-
B-di i H,L6 in Fig.5) to favour the assembly
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Fig. 6 Representation of three types of molecular cluster pairs made with bis-f-diketone lig-
ands: (a) [CuyNiy(L4)1(py)s], (b) [FesO,(BzO)1o(H2L5)2(H20)2] and (¢) [Cog(OH)2(NO3),
(H,0)4(L6)4 (bpy)a]**

of molecular pairs of clusters. These may be of three classes, depending on the
structural role played by the H,Lx ligand: (a) the bis-f-diketone ensures the
aggregation of metals as clusters, also keeping the latter within one molecule, as
in [CuzNiy(L4)2(py)s] (Fig. 6a), which features two weakly interacting S =1/2
moieties [46]; (b) H,Lx only links metal aggregates that have been formed by
other auxiliary ligands (see the example [FesO,(BzO)o(H,L5),(H,0),] in Fig. 6b)
[47]; and (c) the extended ligand is responsible for gathering metals as clusters that
are then linked into molecular pairs by auxiliary ligands (Fig. 6¢) [48]. All these
molecular cluster pairs, as well as most of those present in the literature, do not allow
distinguishing between both qubits, i.e. they are symmetric [49, 50]. As we discuss
below, this is a problem if one aims to realize a universal CNOT gate. Solving this
question represents a new and challenging synthetic goal.

Single lanthanide ions are also attractive spin qubit candidates. The interaction
of the ion with the crystal field splits the 2J + 1 levels associated with different
projections of the total angular momentum. Often, this leads to a ground-state
doublet, which can be seen as an effective S =1/2. Some attractive features of
lanthanide qubits are (a) that long spin coherence times have been demonstrated
in lanthanide ions diluted in inorganic crystals [52] and (b) that they interact with
external stimuli such as light and electric fields, thus providing alternative read-out
and initialization schemes not readily available with other magnetic ions.

Mononuclear complexes, in which a lanthanide ion is encapsulated by organic
ligand molecules, have been synthesized in the last decade [53-55]. These
molecules aim to combine the best of the molecular and lanthanide-based proposals.
Compared with molecules with a polynuclear magnetic core, these mononuclear
qubits have the advantage of being easier to understand and offer a greater freedom
for designing and modifying their electronic and magnetic properties, e.g. via
changes in the coordination shell. In addition, magnetically diluted crystals of the
same molecular structures can be prepared, in order to reduce decoherence induced
by dipolar interactions [56]. The use of lanthanide qubits opens also very exciting
perspectives for using chemistry to realize quantum gates, which will be examined
in the following section.
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Fig. 7 (a) Representation of ligand H3L7 and one of its dinuclear Ln®>t complexes; [Tb,CI(HL7),
(H,L7)(py)2]. Hydrogen atoms are not shown. (b) Schematic representation of the magnetic
core of this complex, showing the different coordination spheres of the two Tb>T spin qubits,
represented here with two different colours (dark blue and purple) for clarity. The arrows represent
the magnetic moments of the Tb>T ions, each pointing along its local anisotropy axis

4 Molecular Prototypes for CNOT and SWAP Spin
Quantum Logic Gates

4.1 Synthesis of Asymmetric |[Tb], Molecular Dimers

Following the same approach outlined in the previous section, molecules with two
coupled lanthanide ions can be seen as potential candidates to implement two-qubit
quantum gates. For CNOT molecular prototypes (see Fig.2), the ingredients are
(a) a weak magnetic coupling between the two spin qubits and (b) that both qubits
are magnetically inequivalent (e.g. that they have different effective gyromagnetic
factors). From the point of view of chemistry, a possible strategy is to synthe-
size molecules containing two anisotropic and weakly coupled lanthanide ions,
coordinated to different environments. The literature is full with many dinuclear
complexes of lanthanides. However, the cases where both metals are not equivalent
are very scarce [57-59], as nature favours the formation of symmetric structures.

Recently [60], a very dissymmetric B-diketone ligand was prepared and used
with lanthanide metals to prepare dinuclear complexes with general formula
[LnoX(HL7)>(H,L7)(py)(S)] (S = py or H,O; X = CI™ or NO3). In all these
complexes, the local coordination spheres of both metals are different. As we discuss
in detail in what follows, such magnetic molecular systems are very promising
candidates to perform as universal CNOT quantum gates.

The ligand 2-carboxy-6-(3-0x0-3-(2-hydroxyphenyl)propionylpyridine (H3L7;
Fig.7) exhibits several donor atoms disposed linearly, with different coordination
“pockets”, and the potential to act as bridging ligand. It is thus a promising
candidate to introduce the desired asymmetry. Indeed, the reaction of H3;L7 with
i i NO3 , CI™) conducted in pyridine produces
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Fig. 8 Left: xT product of polycrystalline [Tb,], where y is the in-phase ac susceptibility or the dc
susceptibility measured with ju g = 0.1 T and T the absolute temperature. The effective magnetic
moment [Leg Of the cluster determined from these data is given on the right hand axis. The lines
are least-square fits of the ac (solid lines) and dc (dotted lines) susceptibilities based on Eq. (2) for
collinear (8§ = 0, red thin lines) and noncollinear (§ = 66°, blue thick lines) anisotropy axes. Right,
top: magnetic heat capacity of a powdered sample of [Tb,]; right, bottom: theoretical predictions
for noncollinear anisotropy axes

dinuclear complexes made of two Ln** ions chelated and bridged by three partially
deprotonated H3L7 moieties. In addition, two solvent molecules (pyridine or H,O)
and one X~ anion also coordinate to the metals in a terminal fashion (Fig. 7).

The result is a series of dinuclear complexes with the desired structural prop-
erties. This reaction system is very promising since many other lanthanide ions
can also be explored. In addition, the distinct properties of each coordination
site could be exploited for the formation of heterometallic versions of these
dinuclear complexes, which would enable a vast choice of quantum-gate designs.
Of the three compounds published (Eu, Gd and Tb) [60], the terbium complex
[Tb,CI(HL7),(H,L7)(py)2] is the only one that exhibits a highly anisotropic mag-
netic ground state. Hence, it can be studied for its suitability to act as a CNOT gate.

4.2 Physical Properties: Magnetic Asymmetry

We next describe the results of experiments that provide information on the

magnetic moment and the magnetic energy level structure of the [Tb,] complex

shown in Fig.7. Based on this information, we show that this molecule meets all

conditions to act as a CNOT quantum logic gate.

The ac magnetic susceptibility y, provides direct insight on the magnetic
f T tual coupling. For the lowest frequency
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(0.0158 Hz) and above 100 mK, the in-phase component ' gives the equilibrium
paramagnetic response. In this regime, the cluster effective magnetic moment can
be determined by a direct application of Curie’s law: pefr ~ (3kpy'T/Na)'/? as
shown in Fig. 8a. At room temperature, this method gives pegr = 13.7(1)up, which
agrees well with the effective moment of two uncoupled Tb** free ions, i.e. Ueff =
gsus[2J(J + 1)]"/? = 13.74 up, where g; = 3/2 and J = 6 are the gyromagnetic
ratio and the total angular momentum given by Hund’s rules. The drop observed
below approximately 100 K can be assigned to the thermal depopulation of magnetic
energy levels split by the crystal field. The value per=12.5(1)up measured
between 3 and 10K is close to pesr = g MB21/2J = 12.72up, characteristic of two
uncoupled Tb>* ions whose angular momenta J; and J, point either up or down
along their local anisotropy axes.

The magnetic anisotropy was determined by fitting y'T between 3 and 300 K.
The fitting expressions were derived [16,61] from the simplest Hamiltonian for two
independent angular momenta with uniaxial anisotropy

Ho = —D(J2 +J%) —grugH(J, + J) )

The fit gives D/ kg = 17 K. The ground-state doublet of each ion is associated with
the maximum projections m; = =+J of the angular momentum along the local
anisotropy axis (z; for ion 1 and z, for ion 2, which do not need to be parallel
to each other, as it is discussed below). Excited levels are separated by more than
180K from the ground-state doublet (see Fig. 9, left). These states provide then, for
each ion, a proper definition of the qubit basis [0) =| 1) =|J =6,m; =6) and
m=l4)=|J=6.m;=—6).

Below 3K, we observe a second drop in y'T (Fig.8a) that we attribute to an
antiferromagnetic coupling of the two spin qubits inside each molecular complex.
The Hamiltonian of the two lanthanide electronic moments includes an additional
exchange term

Her = Ho —2JexJ1 /2 3)

This interpretation is corroborated by the magnetic heat capacity c,,.p, shown in
Fig.8b (see also [16]). At zero field, ¢,,;p shows a Schottky-type broad anomaly
centred at T, ~0.9K. The Schottky arises from the existence of an energy
splitting & = 4Jex J 2 between antiferromagnetic (| 1)1 ®| )2 and | {})1 ®| 1})2) and
ferromagnetic (| 1)1 ® | )2 and | {}); ® | {})2) states (see the scheme in the centre
of Fig.9). Using the condition kg Tp.x = 0.42 ¢, we determine ¢/ kg >~ 2.14 K and,
from this, Jex/ kg = —0.016(1) K.

Considering the value of ¢, the fact that y’ monotonically increases with
decreasing 7" down to 100 mK [16] would be puzzling unless the magnetic moments
of the two Tb>T ions do not exactly compensate each other. As the coordination
sphere determines the magnetic anisotropy, the easy axes z; and z, of the two ions
need not be parallel to each other but can instead make a tilting angle &, as Fig. 7b
shows. Because of this misalignment and the very strong anisotropy, even the states
i@l o-and [ )& {h)2)preserve.a:net magnetic moment. More importantly,
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Fig. 9 Energy level structure of a [Tb,] molecular complex. The magnetic anisotropy gives rise to
a ground level doublet for each Tb qubit, well separated energetically from all excited states. The
intramolecular exchange interaction splits energetically levels associated with antiferromagnetic
and ferromagnetic alignments of the control and target qubits. Each level is further split by the
hyperfine interaction with the / = 3/2 nuclear spins of Tb and by the Zeeman interaction with
the external magnetic field. For clarity, in this energy diagram, we only show levels for m; (1) =
my(2) = —3/2. The operation of the molecule as a SWAP or a CNOT gate under the action of rf
electromagnetic pulses is schematically shown

the two ions will couple differently to an external magnetic field, i.e. their effective
gyromagnetic ratios g, and g, will be different. For instance, if H is applied along
one of the anisotropy axes, say of qubit ‘1°, g; = g; whereas g, = gycosd, i.e. it
makes the two spins inequivalent.

Susceptibility and heat capacity measurements confirm that g, # g,. Indeed,
below 10K x'T (and thus also i) is much larger than predicted for collinear
anisotropy axes (§ = 0). In contrast, an excellent agreement is obtained for § = 66°,
as shown in Fig. 8a. We have also measured the dc susceptibility for uoH = 0.1 T,
obtaining further experimental evidence for noncollinear axes with the same values
of Jex and § estimated above. Heat capacity data measured under H # 0 are shown
in Fig. 8b. This quantity reflects the magnetic field dependence of the energy levels,
which, in its turn, should strongly depend on §. As with the magnetic data, the results
are in qualitative and quantitative agreement with calculations made for § = 66°.

4.3 Quantum-Gate Performance

emyis captured by the Hamiltonian (3), which
xial anisotropies of both Tb>+ ions, the
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exchange coupling between their spins, and the Zeeman interaction with the external
magnetic field. In the reduced subspace defined by the relevant qubit states, with
mj = %6, the Hamiltonian simplifies to [16]

Hiea = —2JexJo1 o2 — g1 usHI 1 — gopusHI 2
+AJ(Jz.,1]z,l + Jz,le,Z) (4)

where the last term accounts for the hyperfine interaction with the / = 3/2 nuclear
spins of Tb and A;/kg = 2.5 1072 K is the hyperfine constant.

Equation (4) enables us to discuss the performance of [Tb,] as a two-qubit
quantum gate. The ensuing energy level spectrum is shown in Fig.9 for § = 66°.
For clarity, only levels with nuclear spin projections m;,; =mj, = —3/2 are
shown. The magnetic asymmetry enables to univocally single out any of the desired
transitions because all possible transitions between any pair of magnetic states
have a different energy. For instance, at uoH = 0.07 T, only transitions between
states [ 1)1 ® | )2 and | )1 ® |1)2 (SWAP) would be resonant with the energy
of v =9.8 GHz photons (X-band EPR). Notice that these two states are split by
the magnetic field because g # g». The fact that SWAP gate operations can be
induced by electromagnetic radiation avoids the need of coherently turning on
and off interactions between the two qubits that is characteristic of some other
previous proposals [20]. At poH =0.28 T, the resonant transition would be that
from | 1)1 & | )2 to | 1)1 ® | )2, which corresponds to the operation of a CNOT
gate that switches the target qubit (spin 2) if and only if the control qubit (spin 1) is
in state ‘0’. Therefore, SWAP and CNOT operations can be selected by tuning H .

The state initialization can be also easily carried out by cooling: at both fields
and at T = 0.1 K, the ground-state population amounts to 99.3%. The short spin-
lattice relaxation times (77 ~ 4 x 10™*s at 0.1 K) determined from the frequency-
dependent ac susceptibility data of Fig. 8a ensure that the thermal populations will
be readily attained.

The realization of gate operations requires also that these transitions are allowed,
e.g. by the presence of weak transverse anisotropy terms. Continuous-wave EPR
measurements performed on a [Tb,] powdered sample show that both CNOT and
SWAP transitions are indeed allowed [17].

5 Summary and Outlook

The search for material candidates to realize the basic component of a future
quantum computer is one of the most fascinating challenges faced by today’s science
and technology. In this chapter, we have reviewed some of the recent attempts
made to build such elements using artificial molecular nanomagnets, designed and
synthesized via chemical methods. One of the characteristic traits of these materials,
as compared with other proposals, is that molecular clusters can be much more than
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simple qubits. There are theoretical proposals to use the multilevel magnetic energy
structure of magnetic molecules to implement simple quantum algorithms [27] or to
perform quantum simulations [62]. Therefore, magnetic molecules can be designed
to act as minimum-size quantum processors. Here, we have shown experimentally
that molecular clusters containing two lanthanide ions meet all ingredients required
to implement a universal CNOT quantum logic gate [16, 17]. The definition of
control and target qubits is based on the magnetic inequivalence of the two ions,
which has been achieved by chemically engineering dissimilar coordination spheres.
The magnetic asymmetry also provides a method to realize a SWAP gate in the same
cluster. An additional attractive feature is that quantum-gate operations are achieved
in a single step, via the application of a single rf pulse.

Although we have only considered complex [Tb;], for which the magnetic
asymmetry can be easily determined on account of its large angular momentum,
the same molecular structure can be realized with other lanthanide ions [60]. This
flexibility enables a vast choice of quantum-gate designs. These molecular clusters
are also stable in solution, which opens the possibility of depositing them onto
devices able to manipulate its quantum spin state [63, 64]. Chemically engineered
molecular quantum gates can therefore open promising avenues for the realization
of hybrid quantum computing architectures.
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Toward a Molecular Ion Qubit

J. Mur-Petit, J. Pérez-Rios, J. Campos-Martinez, M.I. Hernandez,
S. Willitsch, and J.J. Garcia-Ripoll

Abstract We discuss the application of a novel spectroscopy protocol to study the
Zeeman structure of single molecular ions. From molecular structure calculations
for 14Nj and 160; we deduce their Zeeman spectra and discuss their potential to
be used as a resource to encode quantum information.

1 Introduction

Information is central to our society, but for it to become a major commodity,
a century of theoretical and technological developments was needed. Central to
our understanding, processing and communication of information is the notion
of bit, the smallest quantum of information, that can usually take on the values
zero or one. As Shannon showed [22], bits also adapt beautifully to the type of
logic, machines, and electrical circuits that conform our technology. In other words,
all classical technology, from the earliest machines to the latest transistor-based
circuits, accommodates perfectly to the paradigm of Boolean logic and our classical
understanding of information as a collection of symbols.

The developments in the last decade have seriously challenged the statu quo in
information processing. To start with, we are rapidly approaching the limits of what
is currently achievable by silicon-integrated technologies. As we reduce the size of
circuits and strive for faster and less energy-consuming information processing, or
as we increase the storage density of information, we get closer to the nanoscale,
a physical domain governed by the rules of quantum mechanics. At these scales,
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the states of electrons, atoms, and molecules are ill defined, and, while the theory is
deterministic, the outcomes of measurements are not. More precisely, we no longer
have Os and 1s, but quantum bits or qubits, which are superpositions of these possi-
bilities with different (complex) amplitudes. Surprisingly, this apparent complexity
turns out to be an advantage. A novel information theory can be built using the
concepts and tools from quantum mechanics [17], centered on the notions of qubit
and quantum operations. This new theory accommodates new types of algorithms
for standard procedures, such as factorization, database search, or unbreakable
cryptography, with a performance that sometimes exceeds exponentially that of their
classical counterparts. The double promise of a technology at the nanoscale which
is more efficient both energetically and computationally has spun an extraordinary
development of quantum technologies at all levels: from superconducting circuits,
quantum dots, and nanomechanical resonators down to atoms and molecules.

In general terms, a qubit can be made of any two-level quantum system. Among
the many possible ways or possible platforms for quantum information, trapped
ions have many advantages. The ions can be trapped by electric fields and/or cooled
down and manipulated with laser sources. So far the practical materialization has
been mainly carried out using atomic ions. In this regard there are typically three
types of qubits using the energy levels of an ion:

(a) Zeeman qubits. Here the energy splitting between the qubit levels is linearly
dependent on the magnetic field B. They usually have lifetimes on the order
of milliseconds or larger. One obvious drawback of the Zeeman qubit is that
since the energy difference between the two-qubit states depends linearly on the
magnetic field, any relevant magnetic field fluctuations in the environment of
the ion will cause dephasing, which in practice limits their applicability, unless
a suitable pair of states can be found where this effect is not present, at least to
first order.

(b) Hyperfine qubits. In isotopes with nonzero nuclear spin, we can have hyperfine
splittings. At low magnetic field, there is also a linear dependence that can
remove the degeneracy of different Zeeman levels. A clear advantage of the
hyperfine qubit choice is that pairs of levels can be found such that their energy
separation does not depend, to first order, on the magnetic field (we present
below a molecular example, where this is the case too). Hyperfine qubits are
extremely long-lived (with lifetimes on the order of thousands to even millions
of years!) and phase/frequency stable, which has led to their application for
defining time and frequency standards.

(c) Optical qubits. In atomic ions with a low-lying D level, such as *°Ca™, there
exists the possibility of using the S — D optical transition. This typically
gives a lifetime of the order of seconds, not large but long enough to perform
logic gate operations (on the order of microseconds). There is therefore a rather
wide range of possible applications and laboratory implications. In the case of
molecules, this is a less popular choice, and we will not consider it here.
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2  Quantum Technology with Molecular Ions

With all these possibilities at hand with an atomic ion, it is immediate to enquire
about the use of molecular ions instead. A molecule presents the advantage of much
closer energy levels (rotation and vibration vs. only electronic in atoms) that gives,
in principle, longer lifetimes for excited states since the Einstein’s coefficients are
proportional to the third power of the radiation frequency. As in most situations,
these features have advantages and inconveniences. The most obvious advantage is
the large number of energy levels and frequency scales available in molecules that
envisages many possible future applications, for example, as novel types of qubits or
as interfaces between other quantum systems which operate on different frequency
scales. Moreover, the intricate couplings between the different angular momenta
in molecular systems often lead to a breakdown of the linear dependence of the
level energies with applied magnetic fields at smaller values than for atomic ions,
which open up new opportunities for the design of qubits with minimal decoherence.
These in turn could serve, for instance, as long-lived quantum memories as a
part of a hybrid quantum system. In this context, maybe the biggest advantage of
molecules lies in their enormous chemical diversity: it is practically always possible
to find (or indeed “engineer’””) a molecule with the desired properties for the relevant
application.

On the other hand, the large density of quantum states in molecules complicates
their preparation in single states as well as their coherent manipulation, which are
fundamental requirements for quantum information processing, novel approaches
to precision spectroscopy [1,19,20], and quantum-controlled chemistry [18,26,27].
Moreover, the large density of states implies the presence of a variety of decay and
dephasing mechanisms which render the implementation of high-fidelity quantum
operations in molecules very challenging.

However, over the past years, there has been impressive progress in the localiza-
tion of single molecular ions in traps by sympathetic cooling of their translational
motion with laser-cooled atomic ions [14]. Very recently, also the initialization
of sympathetically cooled molecular ions in well-defined quantum states has
been accomplished, either by optical pumping in molecules like MgH™ [23] and
HD™ [1,21] or by the state-selective generation of the ions prior to sympathetic
cooling in N;’ [24,25] (see Fig. 1). These developments now pave the way for the
first realization of coherent experiments with single, localized molecular ions in
traps.

With atomic ions, a number of very accurate preparation, manipulation, and
measurement techniques have been developed [7], among which we remark the
detection by electron shelving. Unfortunately, no such scheme is generally available
for molecular ions due to the general absence of cycling transitions. This has led to
using alternative detection methods, such as laser-induced charge transfer [24,25] or
state-selective photodissociation [1,21,23], which, however, entail the destruction of
the molecular ion and are hence inapplicable if repeated measurements are desired,
as in quantum metrology [20] or quantum information [7].
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Fig. 1 (a) False-color fluorescence image of 24 quantum state selected, sympathetically cooled
Nz+ ions embedded into an ensemble of localized, laser-cooled Ca™ ions in an ion trap. Because
the molecular ions are not laser-cooled and therefore do not fluoresce, their location is only visible
as a nonfluorescing region in the center of the image. (b) Simulation of the experimental image.
The distribution of the molecular ions has been made visible in green. Adapted from [26]

In a recent work [15], we have proposed a fast, accurate, and nondestructive
spectroscopy protocol suitable to address the different internal degrees of freedom—
rotational, vibrational, hyperfine—of molecular ions. Here, we briefly review the
main ideas underlying that work and focus on addressing hyperfine states of a
molecular ion and go forward to analyze the prospects of two particular molecular
ions, 14Nj and 160;' , for quantum information processing tasks.

3 Phase-Sensitive Quantum Logic Spectroscopy

One can define spectroscopy as the study of the effect of a periodic force or driving
on a physical system of interest. Typically, one observes the back action of the
system on the driving field, for example, by measuring absorption spectra, or how
the intensity or phase of the driving field is changed by the interaction with the
system. In [20], the idea of quantum logic spectroscopy (QLS) was introduced,
which advocates a careful study of the changes on the driven system itself (in
that case, an Al" ion), by using quantum gates to enhance the precision of the
measurements performed. The protocol utilized in [20] had stringent requirements
on the temperature of the ions studied, and the overall speed of the process
was limited by using the collective motional modes of the system as a quantum
bus. By appealing to ideas from coherent control, it is possible to remove these
limitations [5, 6]. We have resorted on these ideas to design a novel protocol that
extends QLS to molecular ions. In the following, we present a brief summary of the
main concepts involved, and then we apply them to analyze two molecular ions in
the light of their potential use as qubits.

As it was shown in [5, 6, 11], it is possible to increase the versatility and
robustness of the original QLS protocol by using geometric gates based on state-
dependent forces. Geometric gates are quantum gates whose performance does
not depend on the motional state of system and are thus particularly appealing to
address sympathetically cooled ions, such as molecular ions trapped in Ca™* or Be ™
Coulomb crystals. The physical principle at the root of these quantum operations
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Fig. 2 State detection protocol. The control ion is subject to a series of single-qubit gates together
with a two-qubit gate in which the observable property &2 of the spectroscopy ion induces a state-
dependent phase on the two-ion quantum state. Measurement of the control ion then allows access
to information on &2

is that a chain of ions shaken by an external driving will have its quantum state
modified by the acquisition of a phase depending on the driving forces. Now, for the
particular case of the system being two trapped ions, if the forces applied on them
are such that their effect depends on the internal state of the ion (as can be realized,
e.g., by applying a laser of a given polarization that can only affect one internal state
of the ion), then the phase accumulated by the two-ion system will also depend on
their internal states. As a consequence, if one is able to measure this accumulated
phase (e.g., via an interferometric process), one will gain information on the state
of the trapped ions.

Let us consider a system composed of two trapped ions, a control or logic ion
(that in our case will be an atomic ion such as *’Ca™ or °Be*) and a spectroscopy
ion (such as a molecular ion). The first ion is actively laser-cooled, while the
spectroscopy ion is sympathetically cooled by the control ion thanks to the Coulomb
interaction. Let us assume that the control ion can be described as a qubit and that
we apply some force on it which depends on its internal state, fc(f)o¢, where o¢
is the Pauli z-matrix for the internal state space of the control ion. On the other
hand, the spectroscopy ion can have in principle any number of internal levels, and
applying a force to it will depend on some internal property, &2, such as a magnetic
moment of a dipole moment, fs(z)Z. As explained in [15], under the influence of
these forces, the quantum state of the two-ion system will acquire a total phase due
to both forces fc s given by

Dz = ocPdcs, (1

where ¢cs is a function of the collective modes of the two-ion complex, @wcom and
s, and of the forces applied on the ions. Let us emphasize at this point that the
forces on the control and spectroscopy ions are independent and do not need to
have a common origin or even be based on the same effect. In particular, below we
consider applying an AC Stark shift to the atomic ion and a magnetic field gradient
(Zeeman shift) on the molecular ion.

The phase 1 does not depend on the motional state of the ions at the start of the
operation, which makes the gate temperature-independent and robust. This allows
us to design the following spectroscopy protocol (cf. Fig. 2) to accurately measure
the phase @4 and, hence, obtain a measurement of the physical observable Z.
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1. Prepare the control ion in the initial state |0).

2. Apply a Hadamard gate on this ion, H = exp(—iogn /2); in practice, this
amounts to starting a Ramsey sequence.

3. Optionally, apply a reference phase on the control ion, exp(i¢o¢.).

4. Apply the state-dependent forces fcs(#) on the control and spectroscopy ions,
ensuring that the initial motional state of the ions is restored (see Sect. 4).

5. Close the Ramsey sequence by applying again a Hadamard gate, H .

6. Measure whether the control ion is in the excited state |1).

After Steps 1-5, the control ion and the spectroscopy ions will be entangled, and the
excited state population of the control ion will oscillate as

Py = sin®(t Pes + €). 2)

The measurement Step 6 projects the entangled state, and, after reinitializing the
control ion to |0), a repeated application of the protocol allows to determine the
value of & with high precision [8].

4 QLS Protocol for Molecular Zeeman States

In this section we present a particular application of the protocol described in Sec. 3
when one is interested in discriminating the Zeeman levels within a rovibrational
level of the molecular ion of interest. The different magnetic field dependence of the
Zeeman shifts for different levels results in general in different magnetic moments
for each state. Hence, we envision to use the magnetic moment as our observable of
interest, & = u, and to use magnetic field gradients to couple to it [9,13]: fs(¢) =
wdB(t)/dx. Without loss of generality, we take the forces to be characterized by a
driving frequency v and have a Gaussian envelope of duration 7'

fes(t) = fOse @D cos(vr). 3)

With this time dependence, and for a sufficiently long pulse, T > 57/® (& =
min{|v — @eom|, |V — ws|}), one can ensure that all motional degrees of freedom of
the system are restored to their initial state, and the two ions accumulate a quantum
phase given by (1) with (cf. [15])

1 [x fQfQa®T w? w?
¢CS = = A~ P ~ P - 2~ ) (4)
4V 2 w CUcom(n’l) -V a)str(m) —v?

where w is the frequency of the control ion trap, i1 = mg/mc is the mass ratio of
the two ions, and a®> = #/[(mc + ms)w]. We note that the driving frequency v is a
free parameter. This can be useful for the case of ions with small magnetic moments,
where one can set v close to one of the collective mode frequencies of the system to
enhance the effect (at the expense of alonger gate time, see [15] for details).
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Fig. 3 Experimental requirements. Gradient (left) and gate time (right) required to perform the
spectroscopy protocol with “°Ca™ and N3 ions, utilizing a magnetic field gradient 9B/dx =
exp[—(2t/T)* B’ cos(vt) in a harmonic trap of frequency w, driven at frequencies v/w = 0, 1.1
and 1.01 (dash-dotted, blue dashed, red solid)

Using this protocol, it would be possible to study the Zeeman structure of, for
example, '*N} molecular ions trapped with *°Ca™ as in [24,25]. We have performed
structure calculations to estimate the magnetic moments of the corresponding states
and found them to be on the order of the Bohr magneton, see the left panels in Fig. 4.
With this, it is straightforward to calculate the required field gradients to realize the
spectroscopy protocol, assuming a laser is driving AC Stark forces on the *’Ca™ ion.
It turns out that for typical trap frequencies /27 = 10?> — 10 Hz, field gradients
on the order of 10 T/m applied during a few hundred microseconds will suffice,
see Fig. 3. Moreover, even lower gradients and shorter times can be used in case of
smaller trap frequencies, making this approach very attractive.

5 Toward a Molecular Ion Qubit: Comparison of 1N
and 160;‘

As an example of the different features that molecules may exhibit in this context,
we have considered the effect of an external magnetic field in the lowest energy
levels of '“NJ and '°O5. We write a general Hamiltonian as

H = Hy+ Hz, (5)

where H) is the field-free molecular Hamiltonian and Hy represents the interaction
with the magnetic field. The ground electronic state of N3 is 2 X and, in this way,
H)j involves rotational, spin rotation, and, in addition, hyperfine interactions (the
nuclear spin of '*N is one). The '°OJ cation, on the other hand, has a [T, ground
state and the zero-field Hamiltonian includes rotational, spin-orbit, spin rotation,
and A-doubling terms[4]. There is no hyperfine structure involved since the 'O
nuclei have zero spin. Another consequence of the oxygen nuclear spin statistics
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Fig. 4 Zeeman diagrams. Upper panels: Zeeman energy shifts of the ground rovibronic states of
14N;_ (left) and 160;_ (right). Lower panels: 14N;_ (left) and 160;_ (right) magnetic moments,
u = (0E/9B), for the levels above

is that one of the two A-doublet components is always missing for each value of
the total angular momentum J [4]. All this will make the 160; spectrum much less
congested than that of 14N3L . Differences also arise regarding the coupling with the
applied magnetic field. First, the leading term of the Zeeman Hamiltonian for a 2¥
molecule such as N3 reads

Hy(NJ) = upBgsSz, (©6)

where gg is the electron spin gyromagnetic factor (taken as gs = 2.002), B is the
magnetic field, up is the Bohr magneton, and Sz is the component of the electronic
spin along the direction of the external field. This interaction differs in 160;’ since
the orbital motion of the unpaired electron also couples to the field, so, in this case,

Hz(0Y) = usB (g.Lz + gsSz) . (7

where g is the electron orbital g-factor (taken as g; = 1) and L is the projection
of the electronic orbital angular momentum onto the external field.

The Zeeman splittings and corresponding magnetic moments, i = dE /9B, of the
rovibrational ground states of *N3” (*X\) and '°03" (*I1) as functions of B are
shown in Fig. 4. For nitrogen, the hyperfine structure at zero field gives three distinct
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sublevels corresponding to total angular momenta F = 3/2, 1/2 and 5/2 in order of
ascending energy (for total nuclear spin / = 2, 0 and 2, respectively). Details of the
calculations and the molecular constants used can be found in [15]. For 160; , there
is only one level at zero field corresponding to a total angular momentum, F =
J = 1/2. The calculations at various values of B were performed by diagonalizing
the Hamiltonian matrix using a Hund’s case (a) representation [2, 3] and taking
the molecular constants for the ground vibrational state from the work of Coxon
and Haley [4] (a more complete account will be given elsewhere [16]). We note
that, for both ionic species, the levels plotted in Fig.4 are well separated from the
next upper rotational levels of both ionic species studied (energy splitting of about
h x 10° MHz ~ kg x 4.8 K) .

It is quite noticeable the very different behavior of both ions in the presence of a
magnetic field. The 14N;' levels have a much stronger dependence with B leading,
in most cases, to rather high values of the state-dependent magnetic moments: for
the highest fields, they tend to pp in absolute value, and for lower fields (B < 80 G),
almost all states are distinguishable by the values of their magnetic moments,
this feature serving for efficient nondestructive measurements as proposed in [15].
For oxygen, on the contrary, the magnetic sublevels depend extremely weakly
on B: notice the very different scales in the axes of the graphs with respect to
nitrogen. This is due to the fact that for this level, the Zeeman effect is governed by
gL —gs/2 = 0.001 (see [12] for a discussion). Hence, the 160;’ magnetic moments
are about 1,000 smaller than the 14N;’ ones. As a consequence, the two lowest
Zeeman levels in the ground rovibrational state of 160; will feature very small
coupling to ambient magnetic field fluctuations. In other words, they may constitute
a convenient two-level (qubit) system for storage of quantum information.

We finally note that the couplings with higher molecular states (off-diagonal
matrix elements) play an important role in the dependence of the energy levels with
the field, since they are the cause for the departure of a linear dependence with
B[10]. Indeed, it can be seen that the magnetic moments are not exactly constant
with B and that the one corresponding to the upper level (M = —1/2, in red in the
Fig.4) changes sign at about 1,000 Gauss.

6 Conclusions and Outlook

In conclusion, we have presented a nondestructive molecular spectroscopy protocol
and discussed in detail its application to study the Zeeman spectrum of molecular
ions. From an analysis of the calculated spectra of 14N;‘ and 160;‘ , we deduce that
the lowest Zeeman levels of the latter constitute an promising candidate to realize a
quantum memory.

In the future, we will study the application of this protocol to other molecular
ions of interest and analyze in further detail the susceptibility of each one to ambient
fields, so as to determine the best candidates for several quantum information tasks.
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Abstract We numerically investigate the implementation of small quantum algo-
rithms, an arithmetic adder and the Grover search algorithm, in registers of
ultracold polar molecules trapped in a lattice by concatenating intramolecular and
intermolecular gates. The molecular states are modulated by the exposition to static
electric and magnetic fields different for each molecule. The examples are carried
outin a two-molecule case. Qubits are encoded either in rovibrational or in hyperfine
states, and intermolecular gates involve states of neighboring molecules. Here we
use 7w pulses (i.e., laser pulses such that the integral of the product of the transition
dipole moment and their envelope is equal to 7, thus ensuring a total population
inversion between two states) and pulses designed by optimal control theory
adapted to a multi-target problem to drive unitary transformations between the qubit
states.
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Fig. 1 Schematic of a network of polar molecules trapped in a one-dimensional optical lattice.
Electric and magnetic fields are applied in the Z direction connecting the mass centers. Both fields
have a gradient along the Z-axis so that each molecule is individually addressable

1 Introduction

Information processing based on quantum mechanics is a promising way to speed
up operations [1,2]. The superiority should come from the possibility of exploiting
superposed and entangled states. The qubit states are mapped onto states of a
physical system, and in the optical strategy, the unitary transformations among the
computational basis states are driven by laser pulses. However, it is expected that
at least a hundred of qubits approximately will be necessary to overcome the power
of classical computers [3]. Scalability is thus a central problem for any possible
support: atoms, trapped ions, quantum dots, or molecules. In the last decade, a
lot of works have analyzed the possibilities offered by the rovibrational states of
diatomic and polyatomic molecules [4-21]. Nevertheless, increasing the number of
qubits encoded in a single molecule is challenging since the number of individually
addressable eigenstates cannot grow exponentially. Recently, the field of ultracold
polar molecules has suggested a new platform: the original proposal of DeMille [22]
consists in arrays of ultracold polar molecules trapped in a one-dimensional optical
lattice, as schematized in Fig. 1, and oriented by an external field with a gradient so
that each molecule is subjected to a different Stark effect. Trapped polar diatomic
molecules [23] are very interesting candidates to encode qubit states [21, 24-27]
due to their long rovibrational lifetimes in the ground electronic state, their long
coherence times, and their ability to be manipulated by optical and microwave pulses
with unprecedented accuracy [28]. Their most important property comes from the
long-range dipole—dipole interaction, which enables coupling between neighboring
molecules and the creation of entangled states [29]. Moreover, their inner rotational
and hyperfine level structure can be modified and specifically designed by external
electrical or magnetic field [30].
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2 Model

The dipolar molecules are assumed to be trapped in a one-dimensional optical lattice
as shown in Fig. 1, whose frequency does not interfere with any internal excitation.
We do not use the translational motion of the mass centers to realize the gates. As
the molecules are ultracold, this translational motion corresponds to the ground state
of the trapped well (a Gaussian function in the harmonic approximation). The mass
centers are assumed to be fixed at their average position in each well.

Each diatomic molecule noted i is thus described by its internal Hamiltonian in
its ground electronic state which includes interaction with static electric or magnetic
fields:

H) = Hy, + H, + Hy; + HS + H, 1)

where H|, is the vibrational Hamiltonian in the ground electronic state and H,, =
B,N? is the rotational Hamiltonian in each vibrational state |v) (with N being the
rotational angular momentum operator). The hyperfine structure is described by

2 2
Hkif:ZVka+ZCkN'1k+C’411~12 )
k=1 k=1

where the first contribution comes from the electric quadrupole Qj coupling, the
second one is the spin—rotation coupling with the nuclear spin I of the nucleus
k characterized by coupling constants ¢; and c¢;, and the third term is the nuclear
spin—spin interaction. For the considered alkali metal dimers, we have neglected the
nuclear tensor spin—spin interaction usually associated with constant c3, which is
here an order of magnitude smaller than spin—spin coupling constant c4. The values
of the constants are taken from references [29,31]. The electric and magnetic fields
are applied in the Z direction. The electric field presents a gradient in this direction
so that the pendular rotational states due to the Stark interaction are different for
each molecule:

) ) 1 1
Hg = —u_E; cos 6; — Ea//E,- cos® 6; — EO{J_E,’ sin® 6; 3)

where E; is the electric field experienced by molecule 7, ,u; is the component of the
dipolar moment of the ith molecule along the internuclear Z-axis, and 0; defines
the angle between the z and Z-axis. «/; and o are the parallel and perpendicular
polarizabilities, respectively [32]. The Zeeman Hamiltonian for a magnetic field B

reads
2

Hy = —giﬂNﬁ'é—ngﬂNik'é 4
k=1
with jy the nuclear magneton, g! the rotational g factor, and g the nuclear g factor
of each nucleus k in molecule 7.
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We consider a two-molecule case. The time-independent Hamiltonian is
2
Hy = Z H! + Vi (5)
i=1
where H| is the internal Hamiltonian for each molecule i = 1,2 and Vyq is the
dipole—dipole interaction which depends on the intermolecular distance R:

1 jiy.flo — 3 (j1.87) (fo-e2)
471’8() R3

Vaa = (6)

where ¢ is the unit vector characterizing the magnetic and electric field orientation,
with which we suppose that the two internuclear axes of the molecules are aligned.

3  Qubit Assignment

In quantum computing, a qubit is a two-level system whose basis states are associ-
ated to the logical states |0) and |1) respectively. A qubit can existin any superposed
state  |0) + B |1) contrarily to a classical bit, which can only be in one basis state.
A register of n qubits requires the selection of 2n states of the molecular system.
For the case of two interacting molecules in their ground electronic state, we
define a product basis set formed by tensor product of the basis sets of each
molecule |v, N,my,mi,mz), ® |v, N,my,m,ms),, where v and N respectively
denote the vibrational and rotational quantum numbers and where my,m;, m;
are the projections in the direction of the field of the rotational and nuclear
spin angular momenta. We assign the 2" logical states of our n-qubit register to
eigenstates of Hj including the dipole—dipole interaction and the coupling with
the static fields. The eigenvectors have a dominant weight on a particular product
basis state and are denoted by this component noted with the tilde sign. For
instance, |p) = 0,1,0 means that this particular

6, 6, (), my, I’;lz)l ® iO, 1,0,m, I’;lz)z
eigenvector is adiabatically connected to the basis state corresponding to a single
rotational excitation in molecule 2. When the state mixing is well calibrated, a
lot of eigenstates have a clearly dominant component which allows us to keep the
representation of encoding different qubits in different molecules.

When the assignment of the qubit states is chosen, the realization of a gate
by optical addressing involves finding a laser pulse which acts on every state of
the computational basis set and steers them to the final state corresponding to a
truth table of a logical gate. For instance, a controlled-NOT gate (CNOT) is a
two-qubit gate which corresponds to the classical exclusive OR (XOR) gate. It
requires four molecular states, mapped with the four basis states |00), |01),|10),
and |11) respectively. The gate operates on each basis state so that CNOT |x, y) =
|x,x @ y)where x, y = 0, 1 and where & is the addition modulo 2. In this example,
the gate.corresponds.to.the following unitary transformation among the states:
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Ucnor =

S O O =
S O = O
- o O O
S = O O

The single pulse able to steer the transformation for any input, be it a basis state
or any superposition of the four basis states, is usually called the gate’s “universal”
pulse.

The desired algorithms are broken down into a sequence of elementary gates,
each corresponding to a specific population transfer between the states of our basis.
In our approach, these population transfers are implemented theoretically through
optimized laser fields which we determine by different quantum control strategies.

4 Control Strategies

The coupling with a control field is described in the dipolar approximation, and the
field W () is polarized linearly in the Z direction in the laboratory frame:

W(t) =— Z’:l e(t) iz cos 0; @)

Where ;. and 6; are defined in Eq. (3). We illustrate two completely different
control strategies in the following sections. In the first example, a selected popula-
tion inversion between a given couple of states j, k is driven by 7 pulses &(¢) =
A(t) sin® (¢ /7) cos (a)jkt) with a resonant carrier frequency and an envelope A ()
chosen so that the integral of the Rabi frequency §2(t) = A(f)u;/# is an integer
multiple of & [7]. The main problem in this context is to avoid unwanted transitions
which are off resonant and which therefore could lead to a transition with a
probability smaller than one but still too high to be acceptable for a logic gate.
The duration of the pulse t is then adapted to avoid unwanted transitions. By the
Rosen—Zener expression [33] giving the probability of an off-resonant transition for
a hyperbolic secant pulse, we have determined that the duration of a sine square
pulse must satisfy © > 10/§ where § is the detuning in frequency.

In the second example, the pulse is designed by optimal control theory. The
field is obtained on a time grid by iteratively optimizing a functional measuring
the performance index under the constraints that the time-dependent Schrodinger
equation is verified at any time and that the laser fluence remains acceptable. The
objective is here to realize the 2" x 2" unitary transformation associated with the
n-qubit gate so that any input, be it a computational basis state or a superposed
state, is driven toward the corresponding output. We adopt the procedure of the
multi-target optimal control theory with a phase constraint to ensure that the gate is
correct for superposed states [4].
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TOFFOLI CNOT CNOT NOT

0 - Adder

Y
1 - Adder

Fig. 2 Scheme of the quantum gates for the 0- and 1-adder. The three lines represent qubit 1,
qubit 2, and qubit 3, respectively. The carry-in C; and the added binary number b; are encoded
in rotational and vibrational states of the first molecule. The carry-out C; 4 is encoded in the
rotation of the second molecule, which is ready for cycling. The black circles represent control
qubits, while the crossed circles represent target qubits, i.e., qubits whose value will be flipped if
the corresponding control qubit(s) is equal to 1. For example, the Toffoli gate will flip the value of
the third qubit if and only if the first two qubits are equal to 1

5 Adder with Two NaCs Molecules

An adder is an arithmetic operation which only involves population inversion
between selected states. It operates rank by rank to add O or 1 to a binary digit
b; atarank j with a carry-in C; and provides at each cycle a sum §; and a carry-
out C; 4 for the following cycle. It is appealing to use internal states of a trapped
molecule to operate an addition cycle within this molecule while transmitting the
carry C; 4 to the neighboring one to continue the process. A full quantum adder
for a single cycle of addition requires four qubits. Simulations using qubits encoded
in vibrational states of a single polyatomic molecule have been carried out recently
[9,16,17]. In the context of trapped molecules, we simulate the first step of a network
by focusing on the transmission of the carry [16]. We begin with a simpler gate, the
0- or 1-adder which needs three qubits only. The first qubit encodes C;, the second
one the digit b;, and the third C; . The first two qubits C; and b; are encoded
in the first molecule and C; 1 in the neighboring one. Whether we add 0 or 1 is
determined by the pulse itself: one pulse drives the O-adder while another one drives
the 1-adder. The logical circuit is given in Fig. 2. The CNOT and TOFFOLI gates
inverse the state of the target qubit only if the control qubit or the two control qubits
are in state 1. One sees in Fig. 2 that some gates are intramolecular when control and
target qubits are encoded in a single molecule, while some gates are intermolecular
when the qubits are distributed between the two sites.
Forrarithmeticroperationsythessystemuis always in a computational basis state.
No superposed states are used, so one can first optimize the population inversion by
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Fig. 3 Lowest rotational states of two neighboring molecules for three situations: (a) without Stark
field or dipole—dipole interaction, (b) with a Stark field with £, > E,, and (c) with a Stark field
and dipole—dipole coupling. The dashed arrow represents the transition which must be selectively
driven to realize a CNOT gate, i.e., to inverse the state of the second molecule if and only if when
the first one is in state 1 only

neglecting the control of the phase. This can be done by using 7 pulses calibrated
to induce particular transitions selectively. A phase control could be imposed by
using optimal control theory as done in the next section. We start by illustrating the
case of an intermolecular CNOT gate encoded in two molecules. In this simulation
we do not take the hyperfine structure into account. The qubits are encoded in
the eigenstates correlated with rotational states of the ground vibrational state
’f/,f/,ﬁ’t;v)l ® |17,]\7,r711v)2 with v = 0 and my = 0. They are noted ’]Vl,]%)
with Ny = 0 or 1 and N, = 0 or 1. Figure3 shows how the zero-order states
(part a) evolve with the Stark field with E(Z,) > E(Z;) (part b) and finally by the
dipole—dipole interaction (part c). A conditional rotational transfer in molecule 2,
i.e., a transfer which only takes place if molecule 1 is in state Ny = 1, can be driven
by a m pulse calibrated to induce the resonance transition ©1,5,1,0, selectively. By

assuming an intermolecular distance of 300 nm and two electric fields of 2kVem ™
and 1.5kVem™!, respectively, the active transition and the unwanted one differ by
4.001 10~%cm™! so that the duration of the pulse falls in the microsecond time
scale. We use 7 = 13.2 7s for a maximum amplitude Ay = 7.5 V™!

Three qubits are necessary to simulate the 0- or 1-adder: 0y = C;, 0> = b}, and
03 = 0, as shown in Fig. 2 The logical states are encoded in states |v;, ]\71, v, Nz)
connected with the highest weight on the product state corresponding to vibrational
and rotational excitation in the first molecule and only rotational excitation in the
second molecule. This allows a representation with the carry-in C; encoded in the
rotation of the first molecule and the first digit b; in the vibration, whlle the carry-out
le. The assignmentis 010 — 01010202)
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Fig. 4 Example of evolution of the states [101) (C; = 1 and b; = 0), |111), and [110) during
the four gates of the 1-adder to yield the output [100) (C; =1,S; =0,C;4; = 1)

011 — i6161(~)212), 110 — |(~)11162(~)2), 111 — i()]i]ﬁziz), 000 — |§1§1(~)2(~)2),
001 — |§1§1(~)212>, 100 — iilgl()z()z), and 101 — iilgléziz).

As seen in Fig.2 the first Toffoli gate is an intermolecular gate. It requires
the population inversion |f)1, il,()z,()z) <~ |(~)1, 11,52, iz>, while the transition
\il, 2,,0,, 52) DI |§1, 21, 0,, iz) must be avoided. In the subspace of the 23 states,
one can identify two active transitions for a CNOT gate and four transitions for
a NOT gate since the 2-qubit CNOT gate must be steered for any state of the
third qubit and similarly a 1-qubit gate is to be realized for the four states of the
two other qubits. The length of the m pulses is calibrated to drive all the active
transitions with a single-carrier frequency and to avoid all the unwanted transitions.
For example, Fig.4 shows the action of the 1-adder network on a computational
basis state |101)corresponding to the inputs C; = 1 and b; = 0 to provide the
logical state |100) associatedto C; = 1, §; = 0,and C; | = 0. The intermolecular
gates mainly involve rotational excitations in the microwave domain and are in
the microsecond time scale, while the intramolecular gates involve vibrational
excitation and can be carried out in the infrared spectrum in the nanosecond range.

6 Grover’s Algorithm with Two “'K® Rb Molecules

This quantum algorithm is more demanding than the previous example because
it involves superposed states and therefore requires a control of the phase.
m with two NaCs molecules was also
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performed [16]. The aim of the Grover search algorithm [34] is to find a specific
item |a) in an unsorted database containing N = 2" elements. The most efficient
classical algorithm would be to examine each item one by one and would require
at least 0.5N queries on average, while the quantum search will retrieve the item
with only O(+/N) queries thanks to quantum parallelization. Each element of the
database is associated with a basis state of an n-qubit register. The first step of the
algorithm prepares the register in a superposed state |/o) = N ~!/2 Zf\;l |i) of all
the basis states with an equal weight. This can be done by a Hadamard gate (HAD)
on each qubit, i.e., HAD [0) = 272 (|0) + |1)) and HAD [1) = 272 (|0) — |1)).
The idea is then to iterate the application of two gates to transform the well-
balanced |v() state into a superposition with an increasing weight for state |a).
After k iterations, |{) becomes

[¥i) = sin[(k +1/2) 0]]a) + cos[(k +1/2) 0] |¥ —a) (®)

where sin (6/2) = N ~!/2. The first of the two gates adds a phase 7 to the selected
|a) state. It is sometimes called the oracle gate because it marks the target item.
It is therefore a unitary transformation O represented by a diagonal matrix with
O;; = 1 for j # a and O,, = —1. The second gate I is called the inversion about
average, i.e., an operation which transforms the amplitudes so that they are as much
above or below their average as they were below or above before the operation
[34]. The corresponding matrix is [j; j+; = 2/N and I; = —1 4+ 2/N. If my is
the average of the amplitudes at the kth iteration, each amplitude after the phase
k
; )
with two qubits which are encoded in two neighboring molecules. In a 2-qubit case,
6 = /3 so that a single iteration is necessary to obtain the chosen item |y;) =
|a), for instance, |a) = |10). The desired item out of four is found by a single
query, i.e., a single application of the two gates after the Hadamard preparation
step. The three steps, Hadamard, phase, and inversion about average, are illustrated
in Fig. 5. The simulation is carried out with two *'K8’Rb molecules with I} = I, =
3/2 [18]. The distance between the two molecules is assumed to be 100 nm and is
chosen to increase the dipole—dipole interaction and reduce the pulse duration. The
magnetic field on each molecule is equal to 500 Gauss and 400 Gauss, respectively.
The electric field has also a gradientin the Z direction so that the field affecting each
molecule is equal to 1 kVm ™! and 0.8 kVm™!, respectively. The four basis states of
the two qubits are eigenstates of the full Hamiltonian correlating to the product
states |v, N,my,mi,ma); ® |v, Nymy,mi,ms), with Ny = 0,1, N, = 0,1 and
v =0, my = 0,and m; = mp = 3/2 with a weight higher than 99%. The
states involve zero or a single rotational excitation in the first or second molecule.
They are coupled via excited states, and we selected a group of intermediary levels
according to the most significant transition dipole moments to obtain a reduced
dynamical basis set out of a very large number of eigenstates including all the states
up to N = 2. Figure 5 shows the evolution of the population of state |a) = |10).
During the Hadamard gate applied on the fiducial state |00), the probability of state

gate becomes ¢; ' — my — (c;k) - mk). We illustrate below the simplest case
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Fig. 5 Illustration of the action of the three gates (Hadamard, oracle, and inversion about average)
of the 2-qubit Grover algorithm in a case for which the searched item is associated to the state
|10): evolution of the population of the state |10) during the optimal pulses for each quantum gate
implemented in the ' K8Rb molecule. After the oracle, the average (dashed line) is m = 1/4. The
inversion about average yields c; —m — Am;;

|a) = |10) reaches 0.25. Then sequence of the oracle pulse and the inversion around
the average leads to a probability of 1 for the |a) = |10) state.

7 Concluding Remarks

Using different control strategies,  pulses, or optimal control pulses, we have
numerically investigated the implementation of both intra- and intermolecular gates
on qubit states encoded in the rotational or hyperfine states of ultracold polar
diatomic molecules trapped in an optical lattice and coupled by the dipole—dipole
interaction. The energy level structure is modulated by external electric or magnetic
fields so that each molecule is addressable. The rich structure of the hyperfine levels,
the long lifetimes, the possibility of entanglement by the dipolar coupling, and the
availability of pulse shaping in the microwave regime make the hyperfine states

potential candidates for qubit encoding and open interesting perspectives toward
scalability.
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